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SUMMARY

Predicting the impact on performance of introducing automation into dynamic

human/machine systems presents a difficult but important challenge to the

designer/analyst of such systems. This challenge is even more daunting in the arena of

tactical Command and Control (C2) for advanced Air Force systems, which is the focus

of this development effort.

The challenge stems, in part, from the inherent difficulty in representing large-scale

dynamic systems with multiple interactive subsystems, and in part from the inclusion of
representations for intelligent and autonomous human operators in such systems. There
has been a significant shortfall in the development of integrated human performance

models that capture the full range of orerator behavior characterizing the capabilities

and limitations that humans bring to such systems. This difficulty is exacerbated by the
time-critical nature of the Command and Control process for ground controlled intercept

(GCI) in modern Air Force tactical plans.

The research reported in this document concerns the prototype development of a
methodology to assess the impact of automation on command and control (C2) and battle

management systems in the Air Force. This methodology is provided as an early

development testbed. It is sufficiently developed to support test and evaluation to

determine the direction of continued work needed to move the methodology from a

testbed to a turnkey system.

Currently tactical C2 systems are almost entirely unautomated. There are, however,

several ongoing initiatives to automate significant portions of the tactical air control

operation in the Air Force. To help guide the implementation of these automation
initiatives and to predict the operational impact of this autonhation, we have developed

and implemented a prototype methodology to enable an analyst to simulate
human/machine interaction in various automation alternatives. This approach uses an

object-oriented software development paradigm to encode human operator behavior,
tactical C2 equipment with varied levels of assumed automation, and tactical scenarios.

In this simulation environment, the analyst can vary operational scencrios and C2

equipment characteristics in terms of the display/control topology, and then run those
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configurations in conjunction with human peformance models. Operational results, as
well as the output of human performance models, are available for examination.

Effort was taken in the development of this analytic capability to maintain a

generality in approach and capability, while bringing the methodology to bear on the

automation and manning changes associated with upgrade of the current Control and

Reporting Center (CRC) from the 407L configuration to that represented by the Modular

Control Equipment (MCE) upgrade as a testbed of the efficacy of the approach.
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PREFACE

The design and implementation of an evaluation methodology to assess the impact of
automation on the performance of C2 systems are described in this document. This is
the Final Report under USAF Contract #F33615-87-C-0007. The First Interim Report
(Methodology for Evaluation of the Impact of Automation on C2 Systems - AFHRL-
TR-89-17) provided information about the context of and requirements for an efficient
and effective evaluation methodology to be applied to emerging automation initiatives in
the area of tactical C2. The Second Interim Report detailed the implementation of that
evaluation methodology. This document describes the design, development, and
software implementation of the evaluation methodology and its operation. The work
described is the basis for an ongoing development effort that will include use of the
software simulation to investigate human operation of advanced automation in tactical
C2 systems. Provision for hybrid simulation and human interaction with the evaluation
software, as well as linking that software to other USAF C2 systems, is discussed.

This study was supported by the Air Force Human Resources Laboratory (AFHRL),
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Methodology for Evaluation of Automation Impacts on

Tactical Command and Control (C2) Systems

Final Report

L INTRODUCTION

This report describes the development and implementation of a prototype

methodology to assess the impact of automation in the United States Air Force (USAF)

Command and Control (C2 ) systems. This C2 analysis methodology provides a

computer-based and model-referenced tool with which to examine automation's impact

on operator performance. Object-oriented models of both equipment and personnel allow

efficient and effective analyses to be carried out. These object-oriented models, in turn,

have introduced a promising new research paradigm whereby an actual operator can

interact with simulated operators and equipment.

Background on Problem

Impressive advances in the size and speed of computation environments have enabled

the recent introduction of automation into areas of system operation traditionally the

domain of human operators (i.e., decision-making, diagnosis, and control). Although

technology has provided new and increased capabilities for operators in complex systems,

the introduction of automation is generally accompanied by uncertainty. There is

uncertainty about the impact of automation on a complex process such as that of

Command and Control, the burden imposed on the operator to understand and work

within the constraints of automated systems, the type of training required to make

effective use of the "improved systems," the likely places at which the automation/human

system will break down, and the nature of potential system errors.

The uncertainties described above are often unaccounted for in the design phase of

developing human/machine systems. As a result, adding automation has frequently failed

to fulfill the expectations of improved performance in human/machine systems. Major

reasons for this failure are the lack of analytical techniques, human/system performance

models, and evaluation tools that can be applied to full human/machine systems. Often,
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in practice, the functional capabilities made possible through automation have far

exceeded the development of design and analytical methods needed to fully exploit these

capabilities.

The general nature of the problem of assessing the impact of automation in

human/machine systems is faced in a number of domains. Aircraft, both commercial and

military, have seen the rapid and far-reaching inclusion of automated systems working

hand in hand with the pilot or flight crew. Power systems, logistical support systems,

communication and data networks, and process control systems have similarly been

subject to changes in the way the operation of control is implemented. In all these

instances, the function of the human in the system has undergone significant change.

We will explore some of the characteristics of automation development in complex

systems to motivate the discussion of our approach to the methodology:

1. To be usefully predictive, an analysis methodology must be responsive to the

general issues of human/system interaction wherein the technology of automation has

invested the system with control and decision-making authority.

2. Intelligent automation is forcing humans into a different operational relationship

with complex systems. Human operators are now more often called upon to be managers

or partners in the systems which they operate.

3. As the point of system development moves from hardware- to software-based

improvements, the pace at which development and testing must proceed is significantly

increased. Standard evaluation and test of equipment effectiveness (e.g., equipment

prototyping or system integration into full-scale exercises of operation) are costly,

cumbersome, and too infrequent. The development schedules simply outpace the test and

evaluation schedules. The analysis system must, therefore, be able to be adapted to new

designs and new capabilities.

4. The improved connectivity of distributed systems for Command and Control

suggests a new criticality in accuracy, as there are fewer check points in system

operation. Striking testimony to this criticality in Command and Control can be found in

the House Armed Services Committee hearing on the Iranian airbus 655 incident

(H.A.S.C. No. 100-119, 1988). In this incident early misinformation propagated its effect

through the C2 decision process, leading to an international incident and personal tragedy.

Communication and information flow must be explicitly represented in a C2 analysis tool.
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5. Finally, one issue associated with the initial introduction of automation into a
complex system is that there is often no empirical experience with which to address
design issues such as those suggested above. This lack of data can hinder the successful
integration of the automated system because there is no basis of comparison between the
new and current systems. Furthermore, this situation will persist until appropriate
predictive and analytic tools are produced.

With these problems if mind, we are developing an analysis methodology to address
the issue of automation impact in USAF systems. We have focused on C2 operations
and, specifically, on tactical defensive counter-air operations. Because the operational
characteristics play an important role in system representation for analysis, we will now
provide a brief description of the air control environments that have formed the testbed
for our C2 analysis methodology development.

Background on Tactical C2

The USAF Tactical Air Control System (TACS) is responsible for the planning and
execution of tactical (i.e., within an operational theater) air-to-air and air-to-ground
operations. It consists of several echelons and elements. At the upper level is the
Tactical Air Control Center (TACC), which is responsible for overall battle planning
(issued in the form of Air Tasking Orders or ATOs) and for conduct of the deep strike
missions such as air interdiction (AI) and offensive counter air (OCA). Subordinate to
the TACC, and responsible to it for the conduct of the defensive counter air (DCA) or air
defense mission, are several echelons of radar-based elements: the Control and Reporting
Center (CRC), the Control and Reporting Post (CRP), and the Forward Air Control Post
(FACP).

In developing a methodology for evaluating the impact of automation on tactical C2

operators, the major characteristics of the tactical operations must be considered. We
have selected CRC operation as our testbed because it captures tactical air control
operations. For instance, the CRC is replete with decision-making, chain of command,
communication exchange, and selection of courses of action that are the core of tactical
C2 . These functions are highly affected by the goal states of the C2 element and the
individual decision-maker within the context of the tactical situation at the time of the
decision. These tactical ground-controlled intercept (GCI) operations are highly
procedural, but the selection of appropriate procedures is very situation/context-sensitive.
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Some procedural decisions are based on semi-rigorous assessment of the situation; others
are almost purely heuristic and based on recognition of a pattern or situation.

In addition, the CRC operations consist of typical activities supported by these
procedures, such as manning Combat Air Patrols (CAPs), scrambling Friendly aircraft,
and pairing. Manning the CAPs is simply a matter of ensuring that a set number of
Friendly fighters are, or will be, orbiting a navigation point (i.e., CAP). Scrambling is the
request to an airbase to have more aircraft become airborne to man CAPs or to engage
hostile aircraft. Pairing is the assignment of Friendly fighter aircraft to a hostile aircraft
for the purpose of visual inspection, escort, or attack.

pC.Oprational Constraint

The purpose of the C2 analysis metholology described in this report is to serve as a
tool with which USAF analysts can anticipate the effect of the introduction of automation
into complex C2 systems and to provide predictive measures of human performance in
these systems. We feel that such data can be of service in the design of C2 systems,
particularly in specifying the training requirements for such systems and in guiding the
acquisition of future systems.

Recent developments in the nature of C2 operations and in the technological
developments that support these operations provide additional constraints and
requirements for the methodology developed to analyze their effectiveness. These recent
developments in C2 reflect several trends: (st) the need to make quicker decisions about
an evolving tactical situation (a requirement that will become increasingly important as
the number of assets available to respond to threats is decreased), (b) the need to process
and integrate increavngly large streams of data from multiple sources, and (c) the need to
make the currently large and relatively immobile C2 facilities less vulnerable.

The introduction of automation into the C2 GCI operation promises great increases in
ground control capability, a.n improvement in mobility and modularity, and a decrease in
the number of personnel required in c given area of responsibility. There are, however, a
number of issues that attend the introduction of automated systems into this environment.

1. Will human workload saturate a particular system and will procedural
bottlenecks be revealed? Given an abfJity to handle several times the number of radar
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tracks that current ground control systems can handle, when do the human operators

begin to reach performance limits and how will they offload excessive requirements?

2. What will the duty cycle or workload of an operator be in an automated system?

What are the transient or peak loads that can be handled and what are the long-term

strains that will be encountered? What axe the procedural differences between current

and advanced systems? On a broader scale, what are the tactical and doctrinal differences

that the advanced control capability will impose on current TACS operational standards?

3. What is the impact of automation initiatives on manpower and training for new

systems? Given the complexity of rapidly reconfigurable software- and firmware-based

control systems, what are likely sources of operator error and what demands for special

training will be incurred? A system could be rendered ineffective if operators are not able

to exploit the full range of system features because of inadequate training.

4. What will be the effect of automation on the information and data requirements

for system operation? In designing for optimum information flow, the designer must

determine the paths and media through which to supply information. Automation
provides the C2 designer with flexibility, but raises new issues as to the form (semantics)

and method (syntax) of providing operator data. The inevitable increase in data that

automation provides must be balanced by design to avoid operator overload.

5. How can automation be effectively transferred into the TACS elements? How

will personnel who are experienced with existing systems adapt to the new automated

facilities and procedures? How will automated operations be integrated with non-

automated systems? How will the system transition be implemented?

6. What are the procedures associated with system verification and validation? The
introduction of automation raises new challenges for operational, integrated

operator/system testing.

Methodololgy Description. Features. and AnalyticUtilijy

It is our intention that this methodology help equipment designers, systems analysts,

and operations mission developers to answer the above questions. Before detailing the

rationale for the system's design and its implementation, we will describe the C2 analysis
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methodology, its features, and its analytic utility, and the intended utility for designers

and analysts of C2 systems.

== Analysis Methodology Description

"The analysis methodology is a workstation environment that integrates the following

feature such that a synergistic and more powerful analytic approach is realized for C2

systems evaluation:

1. Development and manipulation of operational scenarios.

2. On-screen prototyping of candidate C2 hardware.

3. Models of operator (and team) activities, performance, and responses.

4. Insight into model execution.

5. Data collection based on emulated operators using the on-screen prototype within

the context of a given scenario.

We will describe each of these features in turn.

Scenario and Model Development

To exercise prototype equipment and force response from the human operators (or

their model equivalents), the designer must have access to tools to generate a script. In

the case of GCI C2, such a script requires at least control over the placement, routes of

travel, capabilities, and missions of Friendly and Enemy air assets.1

Figure 1 shows the types of scenario parameters manipulable through this interface

tool.

Eauipment Configuration and Capabilities

In addition to manipulating the force laydown which the GCI system must counter,

the designer should be provided an ability to specify the capabilities of the equipment

which the operators (or their model equivalents) will have to operate.

1As the complexity of missions increases, ground support and defense from missiles or guns would

also be included, as well as airborne radar capabilities.
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Figure 3 shows the workstation display associated with the Modular Control

Equipment (MCE) with which our operators and models will interact.

The particulars of the MCE equipment will be provided in later sections of this report.

The point here is that a functional representation of the equipment is provided for the

analyst. This visual "soft prototype" allows the ,malyst to see a representation of the

operator's workstation. Further, when the system is "active," the analyst can effectively

"look over the shoulder" of any of the cperators in the MCE. The software design of this

equipment emulation allows the analyst to move, resize, and redesignate the functionality

of any of the MCE display and control elements. In addition, the assumed level of

automation (i.e., the functions assumed to be performed with the black box of the MCE,
such as pairing, intercept calculation, and identification of Friend, Foe, or Neutral) cati be

manipulated to account for more or less automation. The impact of automation and

console procedures on performance can thereby be investigated.

Human Prformance Moels

Providing manipulable representations of the operational context and of the

eqLtipment that is to operate in that context is a first step in providing designers the tools

to investigate automation impacts on C2 operations. The more challenging task is to

provide those designers with an examinable, consistent, and valid representation of the

human operators who will be interacting with that equipment and responding to that

scenario. To investigate the impact of automation on operators, we have developed

representations of the human operators in the MCE. These models describe (within the

limits of state-of-the-technology) the responses that can be expected of human operators

in several areas critical to C2 operation. Specifically, we model the human visual and

auditory perceptual processes. In addition, we try to account for resource limitations in

time, data, and cognitive capacity and we model human response in terms of both verbal

and psychomotor output. These representations predict human performance based on the

goals of the C2 operation as constrained, or facilitated, by the particular equipment with

which the operator interacts.

Understanding of Overaor Behadio

The system provides designers with explicit and examinable references to the rules,

decision-making strategies, heuristics, and assumptions under which the full C2

human/machine system is operating. This gives the designer a unique ability to examine,
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at any point in the simulation, the cognitive state of all the MCE operators, the rules being

used to guide their behavior, and their nominal workload. Direct manipulation of the

cognitive state allows the designer/analyst to obtain answers to "what if' questiops about
how critical a rule or a piece of information might be in a given mission context.

Perfrance Data/Analytic Capablity

As the simulated operators interact with the equipment emulation in response to
mission demands, data can be collected about that performance. Each action taken,

decision made, and communication by the MCE crewmembers is logged by the analysis
system. Subjective estimates of the task load are associated with each activity, and are

also logged as data. These data are logged for each operator in the simulation each 500
msec. An analyst, then, has available a full record of operator-model performance that

can be examined and manipulated to meet his/her experimental requirements.

In summary, the methodology provides the designer/analyst with a tool to manipulate

the operational environment, the equipment characteristics, the assumed human
performance requirements, arid the data collected for various test runs. The methodology

is designed to be robust in the face of changes in the above characteristics. It is also
designed to be used, modified, and manipulated without recourse to the level of

code/program interaction. The user-interface has been designed to facilitate limited
system exercise by domain experts rather than computer scientists. The analysis system,
like the user interface, is in a prototype stage of development, therefore, the ideal

usability has yet to be realized.

II. OBJECT-ORIENTED MODELLING ENVIRONMENT

It has traditionally been difficult to predict the impact of prototype and developing

systems prior to fielding and testing. The current effort attempts to address that difficulty

with a predictive evaluation simulation methodology to determine the impact of

introducing automation into a complex network of responsibility such as TACS.

The general nature of the problem, to develop an analytic methodology for a rapidly

changing and semi-autonomous human/machine system, suggests the following

considerations:

1. The analytic methodology must be modular to incorporate and respond to

evolution in particular subsystems without jeopardizing the integrity of the full analytic

stiucture.
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2. The analytic methodology must be extensible to respond to the development of

new capabilities or facilities within a system.

3. The system must be able to describe and predict the human operator's

performance consistent with the level of autonomy exhibited by the system.

To respond to the requirements which both the domain of interest and an aggressive

automation development cycle impose on performance evaluation, we have developed an

architecture for our analysis methodology that is modular, extensible, reconfigurable, and

able to represent the behavior of rintelligent agents, both human and computational. These

principles have guided the overall system structure, and they were also instrumental in

our selection of the software development environment used in this project.

We have selected an object-oriented programming paradigm to implement our

analysis methodology which includes the description of the human operators, the MCE

equipment, and the scenario of operation.2 This approach is contrasted with traditional

programming techniques in which programming consists of directing the flow of logic

through a series of procedures. In object-oriented programming, one programs by first

describing types of objects in the simulation world of discourse and then describing their

internal state and the procedures they are to carry out.

The objects in the simulated world are of varying types, which inturn belong to

various classes. For example, in the MCE, some objects are "agents." Of these, certain

of the agents are of the type "human-agent." These human-agent objects share the

operational characteristics that are common to the class "human-operators."

The objects in the world have state information that is stored locally with the agent,

(e.g., in the case of human operators, part of that state is what each operator knows about

the condition of the airspace that defines the scenario for GCI). Objects communicate

with other objects in the simulation through a convention of message-passing. Objects

have procedures that specify how they are to communicate and with whom. They know

how to compose and receive messages. The objects in the world also have procedures

that are to be carried out when a particular message is received from another object in the

simulation.

2Specifically, we have implemented the system in ZETA, LISP, SYMBOLICS Genera 7.2. As the
Common LISP Object System (CLOS) has become available, we have upgraded the software to be
compatible with this development.
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Developing an object-oriented simulation consists of describing the objects that are

relevant to the simulation environment, creating instances of them and causing them to

eract. For certain classes of problems in representation, the object-oriented

.hodology is much more suitable than traditional, procedurally-defined programming

methods. The earliest application of object-oriented programming was to carry out

simulations (Birtwhistle, Dahl, Myhraug & Nygaard, 1973). Simulation programming

continues to be a domain for which object-oriented programming is well suited, as high-

level, simulation is a representation of a group of objects and their interactions (Goldberg

& Robson, 1983; Steele, 1988). Further, as will be discussed below, the object-oriented

simulation methodology uniquely addresses the considerations specified above.

In response to the need for modular development, object-oriented methods enforce

modularity through the definition of the boundaries inherent in object specification. This

modularity is maintained throughout the higher-level constructs of the simulation

environment.

The evaluation architecture is open in th,: the descriptions of simulation entities and

performance models are not considered to be complete or exhaustive of the simulation

system's capabilities. It is extensible in that more exacting model formulations (for

example, of human performance) can be integrated into the structure without perturbation

of the other descriptive models of the environment, the scenario, and the equipment.
Further, the methodology is compatible with an increase in the scope of the operations

performed (e.g., battle management or TACS functions are clearly available as an

extension to the current representational scheme).

The object-oriented structure is relatively easy to modify or amend, given its modular

characteristics. Changes in the assumed human/machine functions, for instance, can be

supported without -:configuration of the entire system's architecture. For instance, the

level of automatic in aircraft identification Friend or Foe can be varied from a fully
automated task to a k that i-sts completely on the surveillance supervisor. Further, the

object-oriented methouology supports modification through the process of inheritance

whereby members of a given class inherit features, or characteristics, of more general

descriptions of that class. For instance, if the process by which communication is

effected among operators is changed, then every instance of that communication process

will be changed automatically to reflect the new protocol.

The simulation technique supports description of the human and machine function in

similar terms (i.e., that of intelligent agents). The particular characteristics of human or
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machine intelligence are simply specialized instances of the more general class of
intelligent agents. Assignment of a particular task to either a human or an automated

agent (e.g., an identification or decision task) can be made at simulation run time, as the

basic task is described in terms applicable to intelligent agents.

Finally, the object-oriented approach provides structural and organizational

information that a more traditional task-analytic representation of the domain lacks. The
process of organizing information by types and classes, as well as assignment of relative
standing to objects in terms of generality or belonging (i.e., the specification of the
inheritance protocol), in effect determines the relations among concepts in the simulation

domain.

The evaluation system is organized in terms of components that have face validity in
the real world. For example, the MCE is composed of four systems, the radar graphics
display unit (RDGU), the auxiliary control panel (AUX PANEL), the voice
communications access unit (VCAU), and the control panel assembly. These are
represented as objects in the system, and the component structures of these systems are
similarly represented as component objects in the software. Similarly, actions taken are
arranged in a hierarchy whereby high-level goals are composed of subgoals and tasks.

In standard functional or timneline analyses the organizing principle is exclusively time
or precedence relations. Although these relationships are included in the analysis,
system, the domain of operation is also organized in such a way that it can examined and

manipulated by the designer/analyst.

In addition to these general requirements, several characteristics of the Command and
Control process must also be accommodated, for the ultimate success of this methodology
depends on its appropriate representation of the salient characteristics of C2 .

S i- -2 Requirements for the Modelling Environment

Tactical Command and Control is a cyclical decision and communication process. It
is performed under tight time constraints, and may be considered to have four steps: (a)
situation assessment, (b) development of a course of action, (c) execution of that course

of action, and (d) feedback of the results of that execution. These steps are familiar to the
human performance analyst and have been applied to the analysis of other dynamic and

interactive systems (Corker & Baron, 1989). However, the C2 operational environment,
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in which the operator is interactive with adversarial forces, introduces significant

complexity in predicting and evaluating operator actions. The C2 tactical ground

controller is faced with an open and unpredictable environment when trying to counter an

intelligent enemy who is intent on negating or destroying the control center and the forces

under its control.

The complexities of the C2 environment are also inherent in the distributed nature of

its operation. Teams of GCI C2 operators must hold a common perception of the existing

situation if they are to achieve a coordinated response. This requirement for combined

situation assessment and interaction compels a concern for automation that supports

distributed decision-making among C2 operators as a team, as opposed to a system that

allows only a sequence of independent operations. The implication for C2 operation is

that although each crewmember individually performs his/her own assessment of force

capability, situation, and most likely Friendly or Enemy intent, the crewmembers need to

communicate with each other to provide commonality to their assessments. The course

of action each operator chooses should be the most appropriate for that operator's area of

responsibility, based on the mission goals and the constraints of coordinated action. The

modelling requirements are made more difficult by the requirement to maintain and track

that communication exchange and world view development.

The specific characteristics required for a realistic model of the C2 environment

include decision-making, taking account of chain of command, course of action selection,

and communication exchange. These form the core of tactical Command and Control,

and are highly affected by the goal state(s) of the particular C2 element and individual
decision-maker within the context of the tactical situation. Each characteristic is

described in greater detail below.

Decision-Making. Many tactical C2 operations are highly procedural, but the

selection of a certain procedure is very sensitive to context and situation. The selection

processes and procedures an operator might use to arrive at a decision are not always the

same and may be based on the following methods: a semi-rigorous assessment of the

situation, a purely heuristic approach, and/or pattern recognition.

Chain of Command. Tactical C2 has a strong hierarchical aspect. A hierarchy exists

among C2 elements, among operators within a given element, and even among the goals

and activities of a given operator. The manner in which these hierarchies function
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together is rarely straightforward. For example, personnel usually carry out their

supervisors' directives; however, the hierarchical influence is preempted when the

decision is derived from a subordinate's more perfect knowledge and understanding of the

situation.

The command structure of the Control and Reporting Center (CRC) equipped through

NMCE is as follows:

-Ba Managemnt Personnel. The Senior Director (SD) is assigned as the top-level

battle management decision-maker. The SD implements the TACC's directives and

delegates authority, applies/interprets the theater Rules of Engagement (ROE), and

employs assigned air defense resources.

Survellanc. In the current 407L CRC system, the aircraft detection and tracking

function is supervised by an Air Surveillance Officer (ASO), and the process of

determining which radar returns are aircraft and which are noise is performed by human

operators known as Search Scope Operators (SSOs). When the SSOs decide a return is

an aircraft, they must perform a number of steps to initiate a computer track of the

aircraft. In the target system, an MCE-equipped CRC, this function is supervised by a

Surveillance Supervisor (SS). Because this detection and tracking function is almost

completely automated in the MCE system, there will be few, if any, SSO personnel.

Identificati.. The ASO or SS also supervises the identification (ID) function,

sometimes also called "movements and identification." This function uses a number of

electronic and procedural methods to make Friend-Foe decisions on the "pending" tracks

generated by the surveillance function. Aircraft identified as Friendly generally require

no further actions. In some cases, there are insufficient data to make a definite decision

and the track is classified as an Unknown. Unknowns have subtypes such as Assumed
Friend and Assumed Enemy. The procedures for dealing with Unknowns differ between

peacetime and wartime environments and are affected greatly by the theater's ROE. The

ROE strongly control the decision to declare an aircraft a Foe or Hostile. As noted

earlier, ID technicians in a 407L CRC expend much energy performing the basic

electronic and procedural checks. In an MCE-equipped CRC, these checks ame performed

very quickly by the computer-supported ID algorithms. Thus, instead of starting with the

tracks in pending status as the 407L ID operator does, the ID technician in an MCE CRC

generally finishes identifying tracks the system has previously classified as Unknown.
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-- eapons. The weapons allocation function in a CRC is performed by the Weapons

Assignment Officer (WAO), who also supervises the activities of two or more Weapons

Director (WDs). The WAO and SD develop and implement a fighter employment

strategy that includes a plan for balancing the number of aircraft on airborne alert (usually

on combat air patrol or CAP) with those in various alert states on the ground. The WAO

must also decide, based on the rules, when to "scramble" (order for immediate takeoff)

the ground alert aircraft and when to return-to-base (RTB) airborne aircraft. Typically,

the WAO directs the location and assignment of aircraft to the CAPs, the use of any

airborne tankers, the assignment of areas of responsibility to each of the WDs, and the Yise

of available radio frequencies. The WDs provide voice directives/information to the

fighter pilots and execute the WAO's fighter employment strategies. One of the WDs

may also be controlling an airborne tanker aircraft to provide aerial refueling of the

fighter aircraft.

Courses of Action. Conflicts among or within the hierarchies, as mentioned above,

tend to promote frequent interruptions of activities. In some cases, the interrupted

activity is resumed at the conclusion of the interruption. In other cases, the interrupted

activity is restarted. Indeed, in some instances, the interrupted activity is entirely

forgotten. Personnel normally try to achieve goals they have been given, but the situation

dictates what course of action has priority.

Communication Exchange. A significant portion of communication activity focuses

on the exchange of information about the context and situation to ensure that distributed
individual decision-making is optimized. This information-sharing to attain a common

situation assessment is of critical importance to the operators and has two main

characteristics. First, substantial amounts of information are exchanged, often without
producing any observable result. Initially, operators may not recognize a pattern

requiring action. Moreover, they many not actually start an action. However, the

operators are adding to or confirming their internal representations of the tactical world.
Second, this information exchange and the creation of a common understanding of the

situation are likely to be sensitive to the type of facility, communication channels, and

operational environment. In particular, the modularity and physical dispersal

characteristics of new C2 system designs such as MCE are certain to have a significant

impact on communication exchange.
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Modelling Environments for Representing Human Performance

In addition to capturing the characteristics of C2 operation, the simulation requires

efficient and effective representation of the significant portions of human behavior and

their interactions with system performance parameters. The user/analyst must have the

capability to examine and manipulate the analytic system's models of its components.

These model entities must include the mission being performed, a description of the

operators performing it, and a description of the equipment being used in its performance.

Until recently, human/machine simulation has required extensive-and exacting

representation of each of the components of the system under study. The work and costs

associated with full-mission simulation development, encoding, and execution often

severely constrained the type of investigation that could be supported. These costs and

the difficulties associated with scenario development also limited the breadth of factors
investigated in simulation studies. Further, simulation techniques for human operator

performance have tended to concentrate on the "micro-behavior" level of elementary task
performance. This concentration was driven in part by the lack of empirical support for

the validation of more complex behavioral analyses and in part by the constraints in

current modelling languages. Human model outputs had to be expressed in terms that
were mathematically tractable to the system description. In choosing the development

path for the present methodology, we considered other modelling techniques, several

specific simulation languages, and stochastic-based operations research methodologies as

potential candidates to support the analytic workstation development. These are

described below.

Simulationa as

Recently, several simulation methodologies have been developed (Chubb, Laughery,

Pritsker, 1987); however, these general-purpose simulation languages and special-

purpose modelling frameworks impose certain constraints. For example, a block-diagram

modelling system such as the General Purpose Simulation System (GPSS) provides fairly

easy construction of simulations by linking functions which are contained within

primitive boxes (Schriber, 1974). Primrn-kve boxes encode low-level human performance

functions such as short-term memory losz, or human reaction time in a particular situation.

However, GPSS is limited in the range of functions and the resolution of processing.

GPSS also runs slowly because of the low-level definition of its primitives. Such

characteristics are not suitable for the functionally complex nature of tactical C2.
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The technique of network transition models requires pre-definition of all possible

paths through the network in order to operate. Simulation Language for Alternative
Modelling IU (SLAM 11) is an example of a modelling technique that provides a network

structure and symbol functions with a pictorial programming capability (Pritsker, 1984).

Though discrete and continuous functions are provided for in the main code, complex

event routines, such as transition and selection logic, must be encoded separately. To

provide this logic, the user must exit the principal SLAM H network and encode the logic
in another language, FORTRAN. Because tactical C2 simulation would require encoding

of complex logic, the need for frequently exiting the main program would offset the
benefits of using this simulation language. In addition, the network (i.e., sequential) trait

of SLAM II does not readily lend itself to the variable paths of activities and the loosely

defined communication exchanges common to tactical C2.

Although SLAM I1 does not offer intrinsic provisions for human models, the Human
Operator Simulator (HOS) approach does pre-def'me elemental human operations such as
movement and information intake. HOS also provides a language in wbich to write
procedures that call these elemental processing functions into play (Lane, Strieb, Glenn &
Sherry, 1981). However, as a pre-packaged tool, HOS imposes constraints on the number

of operators that can be modeled, as well as having only a limited number of operator
activities defined. These conditions are too restrictive for a tactical C2 environment with
virtually unlimnted activities being performed by many operators.

5jochastic-Based Operations Research Techni*ues

A common operations research technique for simulating procedural environments is

that of stochastic processes. This technique, which commonly resembles a network,
involves drawing a probability from a distribution to determine the outcome of a
particular event. Three difficulties surface, however, when attempting to adapt this

framework to tactical C2 .

First, in some procedural environments like a production line, it is possible to collect

statistical data and apply the technique of using probability sampling within a sequence.
Indeed, tactical C2 does involve procedural sequences. However, unlike highly
proceduralized environments such as a production line, procedural sequences in C2

depend on the situation and can be interrupted, compressed, or deleted if the operator
approaches overload and/or has higher-priority actions to perform. Furthermore, because

the distributiun-based predictions that dictate the guidance of the sequence are
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contextually dependent, it would not be possible to specify, in advance, the relative

likelihoods of the procedure selection at a particular branching point. Moreover,

distributions are based on a particular, static situation, but the tactical environment

routinely changes in a dramatic fashion. This dynamic nature would require changing the

probabilities for all the various sources of action.

Second, the method above assumes that the analyst has collected and developed the

probability distributions. Unfortunately, studies of distributions based on C2 decision-

making are rare or nonexistent because: (a) tactical C2 is highly complex, and (b) few

analytical tools are available to collect the data.

Third, the difficulties described above are further compounded by outcomes based on

behavioral probability distributions intended for the occurrence of a given, unique event.

The difficulty results from the large amount of decision-making (IF-THEN inferencing).
Because a C2 event is actually composed of multi-layered conditional probabilities, it

cannot realistically or practically be considered unique.

Although well established, these stochastic-based human representation schemes are
not well suited for representing a team of goal-oriented C2 decision-makers. Key

components of these techniques are a priori knowledge and predefined event- or task-
oriented paths. Analysis of tactical C2 reveals that these elements are not easily

identifiable; hence, a requirement exists for new techniques and human representation

schemes.

Ell. SYSTEM ARCHITECTURE

In describing our evaluation methodology, a discussion of system architecture is

essential to understanding how the system is applied to support the evaluation of the
impact of automation on C2 systems. First, we will describe the modules of software that

support system development. Then we will describe the control flow among modules

providing the system connectivity. Finally, as an illustration of the use of the system, we

will describe the data flow through the system that supports performance data analysis.

Modes of Opexation

The C2 evaluation methodology has been implemented to operate in two modes. The

first mode of operation provid, analytic and predictive performance data based on
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human and system simulation models. We have termed this the "analytic mode," and it is

the basic mode of operation for the Automation Impacts Research Testbed (AIRT). The
second mode supports operation of the C2 evaluation workstation in a hybrid mode of

simulation; (i.e., with concurrent operation by software representation of the MCE crew

and a human operator). We have termed this the "manned-simulation mode," or Human-

In-Process (HIP).

The C2 evaluation system has been implemented in a modular fashion such that, in

addition to these standard operational modes, external inputs and subsystems can be

easily accommodated to support integration with other external independent systems that

are pdrt of USAF C2 operations.

AIRT Mode Operation

In the analytic mode, the system is driven by a simulation scenario. A scenario is
composed of events and objects to which the MCE crew-objects will have to respond. It

can be considered like a script orchestrating the Enemy events and forces and tactics to
which the Friendly forces must react. The designer is given several tools with which to

design this scenario using screen-based menus.. The designer can select among Enemy

aircraft types and give them individual flight paths into Friendly territory. He/she can

select the number and position of Friendly air bases and CAP pohits. The number and
type of Friendly aircraft can also be specified. Events such as Enemy attack can be

scheduled to occur at specific times or be inserted into the running scenario at the

designer's discretion. Although the scenario can be specified beforehand, the response of
the Friendly forces is still made on a contingent and discretionary basis and is driven by
human performance models.

The responses of the operators of the MCE to the analyst-specified scenario are

generated by models of human performance that are tailored to individual operator
responsibilities. These models respond to the stimuli piesented to them via emulation of

the MCE operation control module (OCM). The human operator models process
incoming information, interact with the simulated MCE equipment, and communicate

with each other via simulated message traffic. Performance analysis is provided through

operation and interaction of the human operator models with the OCM emulation. These

models provide prediction of individual operator response to the simulation scenario in

terms of actions, perceptual response times, and performance accuracy. Execution of the

selected action is modeled through motor response times and accuracies. Additionally,
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aggregate workload estimates are provided in terms of visual, auditory, cognitive, and

perceptual-motor resource utilization. These predictions reflect data from the literature
where available and otherwise reflect careful analysis and subjective estimation of
eienaental component performance specifications. The effect of operator action is
"°displayed" through appropriate response of the MCE equipment simulation. The

analytic mode of operation also generates functinal interactions among operators and
mimics the procedural requirements for communication and data exchange. Each
operator's rules of behavior are modeled according to his/her function in the MCE
environment. This modelling includes duty assignments and protocols for interaction
among the operators.

HIPM HQ&Oneration

In this mode of operation, the C2 workstation, through its emulation of the MCE
equipment, can be used to provide input from an actual human operator to the simulation
scenario and to support the interaction of that operator with the simulated operator
objects. The design for this integration includes a voice recognition system to interpret
the human operator's commands, a speech generation system to provide auditory output
from other MCE operator objects, and dual screens with touch panel overlays to emulate
the operation of the MCE control and radar graphics units. Figure 4 illustrates the control
flow supported by the current implementation.

Action with Sc.nario Effects

_ WVDI

Scerdinio Tactical Air Situation D a C oto

Di Ilai Mani mlation

eHuman Operator Interaction ith the MCE
Simulation in a Manned-Simulation Mode.
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The current functionality provides for switch actions to be taken by a human

operating as a WD. The configuration of the system haidware is provided in Figure 5.

MacIvory System

Ivory CPLU

Development and
Demonstration Software

Mac CPU

I/0 Support Routines

,•./.Extender

"Dec1alk Color EB3&W Verrbex

Touch Screen Touch Screen
Voice Voice

Generation RGDU MCE Panels Recognition

System 5,/ste rn

Figure 5. Hardware Configuration of the HIP System.

The Human-In-Process (HIP) operation of the evaluation system highlights some of

the advantages we feel can be realized with object-oriented, model-based human
performance modelling. The modular nature of the opecator representations allows us to
"1remove" one of the operator models an'd to replace that fEnction with an actual human

operator. The formalization of the interface (referred to as a message-passing interface)
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among the objects of the system allows us to define a protocol for the interface between

the behavior and vocalizations of the human operator and the underlying model-based

system. As in actual MCE operation, we have provided a touch screen for user input into

the MCE control system and for designation of aircraft and objects on the RGDU radar

screen. In this way, an operator can access MCE functions, designate targets, select

communication channels and modes, and make pairings. The actions taken by the human

operator in the system are then communicated to the underlying model-based

representations of the other operators in the system and to the aircraft that are directed to

intercept.

We have provided further integration of the human operator into the system by

including a voice channel input. For this input, we have developed a standard syntax and
vocabulary with which the human operator can direct intercepts using actual voice control

over the modelled aircraft under his/her control. To complete the integration of the

operator with the system, we use a VERBEX voice recognition system to support oral

communication between the modelled operator and the human operator in the system.

(See Figure 5.)

We foresee several promising applications for the Human-In.Process mode of system

operation. An immediate application of the HIP system is verification and validation for

the operation of the modelled operators. If the human operator can react to the same

scenario with behaviors similar to those of the modelled operators and can interact with

those modelled operators to act as a team member, then there is some assurance that the

analysis system is performing within a reasonable range of validity.

A second application of this mode of operation has, we feel, the potential for

significant impact on Air Force operations. The system can be used as a training system

for individuhj operators. Rather than having to assemble a full MCE crew to train a

single operator, the human trainee can train against the modelled operators' behavior in an
environment that allows rapid and easy reconfiguration of the team and of the scenarios

being used.

Software Modules

The C2 analysis methodology is composed of a number of independent but

cooperating software modules. The considerations which led us to implement this

distributed system development are the same as those which guided our selection of an
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object-oriented software paradigm; namely, modularity, expandability and modifiability.

These software modules are illustrated in Figure 6. They consist of the following broad

classes:

1. A basic set of system support tools and utilities. These are collectively called the

LUDD system and include window system support, system creation and maintenance

tools, core activities, and inference engine support.

2. A broad set of facilities. These go by the name BRAHMS and support the

behavior representation and human modelling systems. Generally speaking, these are

software modules built as enhancements, extensions, and specific instantiations of certain

of the LUDD features. The following facilities are among those in the BRAHMS system:

specific window-system applications that support displays of the human models'

responses and behaviors; enhancements of the activities system to support the human

modelling behavior, and the basic structure of the software components common to the

BRAHMS system.

3. A top-level set of components. These are components specific to either AIRT or

HIP, as well as those features that support C2 projects in general. For example, included

here are activity rules that are specific to the behavior of the human models in the

AIRT/HIP systems and simulation support systems that are specific to the emulation of

the MCE.

We will describe each of these systems in detail.

The LUDD system is a set of packages of underlying utilities and common systems

upon which the higher-level features of the BRAHMS-based applications systems are

built. This section describes the two major roles/components of the LUDD system -- the

MASTER component and the SYSTEM LOAD component -- and some important and

commonly used minor features.

The MASTER Com oent. In specific applications systems (such as AIRT and HIP)

built on top of the LUDD system, there is typically a central software module known as

the MASTER. This MASTER functions primarily as a channel of communications

among the various modules that make up the complete system, and between the system

and the "outside world" (a user or other software system running concurrently with the

system). For example, in the HIP system the HIP-MASTER is responsible for passing
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communications among the various internal component subsystems. The HIP-MASTER
passes communications among the human operator interface subsystem, the other human

performance models that generate operator behavior, the BRAHMS-like displays, the HIP

system, and the operator running the system.

Cdode Module Functional Layers1 • Evaluation

Human-in-Proce.. Analytikal ApEvluaUon

(HIP) AIRT Layr_

Command end Control Procedures, Rules, amd
Functions Associated withFunmlonsJ Ci2 n General and MCEI MCE

SON Represntation

and Graphcs and Simulation
Human Modeling Module for C2 HUman

Simulation o,. i.
(BRAHMS) F ACT CODE

ControU/Dlsplay Utillis for Window

CInterfima Presentations and Graphics

System (CDIS) C

" LUDD " System Utilities
Repreentation Paradigm

Figure L C2 Evaluation Methodology Code Architecture. Following
our basic modular philosophy, the C2 evaluation system is
supported by several functionally distinct modules. The top layer
represents the two current applications for the evaluation, the
human-in-the-loop operation and the basic analytic tool
operation. These methodological applications can be expanded
based on the support of the underlying modules.

One feature of being a "highest-level" component is that the MASTER is allowed to
play a primary function in the creation of the system. The modules of a LUDD-based

system, such as the HIP system, are typically laid out in a natural tree-like structure.
(This is particularly relevant at creation time but may not be required at run time.)
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SYSTEM LOAD Comoonnt. This tree-like structure, rooted in the MASTER object,
allows a very straightforward mechanism for the creation and setting up of the entire
system. In short, each node in the system tree is responsible for the (recursive) creation
and initialization of its subsystems. Creation and initialization are accomplished in

several stages, or passes.

An initial set of passes is responsible for making sure that all the modules of the
system are created and in place, and that objects have the appropriate pointers to any
other objects that they need to know about. Once the system is set up, with all objects
and components in place, the system's initial state can be set. The first set of passes
("wire-up") or creation passes normally, need to be performed only once. The initialize
pass can then be performed as often as is necessary to "reset" the system.

The CDIS Component

The Control Display Interface System (CDIS) is responsible for the displays used in a
LUDD-based system (and, consequently, the windows on which they appear). The two
most important types of objects in CDIS-based displays are PWINDOWs and Display

CONTROLLERs.

PWINDOWs (Pseudo-WINDOWs) are basically "wrappers" which encase the actual
machine-specific windows native to the specific hardware/software platform on which the
application system is installed. All machine-specific features of the system are internal to
these objects; consequently, the nature of the hardware platform should be transparent to
any higher-level parts of the system. That is, the rest of the display system draws to these
PWINDOW objects in a way that is independent of the hardware platform; therefore,
changing the underlying platform involves changing only the kind of PWINDOW that the

system uses; such a change will be transparent to the rest of the system.

Associated with each display in the system (each display usually encompasses an
entire window) is an object known as a Display CONTROLLER. As its name suggests,
this CONTROLLER is responsible for maintaining the state of the display and for
"knowing" how to display the various features.

A given subsystem in the C2 evaluation methodology system can have several
displays that it must show. Here the term "display" is used to mean any self-contained
image (a table, graph, button-grid, radar-screen, text output, etc.) that the system can
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output to the screen. A display typically has a dedicated output window, although this is

not required.

The Display CONTROLLER governs all aspects of the display, including simply
drawing the display, updating the output as th. values of the program using it change, and
refreshing the present state of the display in iesponse to specific refresh commands or as
the display appears or reappears on the screen.

Furthermore, any information about mouse-clicks or mouse-motions that occur on the
window is transferred to the Display CONTROLLER currently governing that window.
If no Display CONTROLLER is assigned to that window, inputs such as mouse-clicks,
etc. are ignored. Thus, the Display CONTROLLER is free to respond to such clicks or
motions in a way that is appropriate for its display.

Similarly, all keyboard input is passed along to the system itself, which is responsible
for routing the input data to the CONTROLLER for the display that it currently has
selected to receive the input. The CONTROLLER then uses the data as appropriate; for
example, as commands to the system or as system input (e.g., as data entry in a table).

A Display CONTROLLER processes its graphics commands by acting on an object
called its "PWINDOW" (i.e., a Pseudo-WINDOW). This object contains all the
information specific to the windowing system on the underlying hardware platform
system in use. The PWINDOW is responsible for translating any of the standard set of
graphics messages that it can receive from its parent Display CONTROLLER into a
command format appropriate for the hardware-platform-specific windows on which the
application is currently running.

In keeping with our design goal of system modularity, the Display CONTROLLER
paradigm provides that the physical platform-specific window is maintained by a simple,
passive display device. The PWINDOW has no application-specific role. It does not
reference any of the operational details of the application whose display it contains. This
application-independent operation has two exceptions. These are the transferal of mouse-
click information and the notification of keyboard entries. In these cases, the PWINDOW
must pass information about what type of mouse-click has occurred, and where or what

keyboard entries have been.
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More precisely, all that is actually required of a platform-specific window is

1. that it can handle a standard set of output commands (e.g., a graphics command
like DRAW-LINE/CIRCLE/RECTANGLE) and string-output commands, and

2. that it is capable of "remembering" and keeping track of which Display
CONTROLLER (if any) is currently executing output on it, so that

3. it can transmit to its corresponding Display CONTROLLER data about the
mouse-clicks (and possibly moves) that it receives, and

4. it can pass along keyboard information by, for example, placing any characters it
receives into a common input queue.

Examnle of Use of the Disvlav CONTROLLER Paradigm. As a specific example,
we will consider the C2 evaluation methodology's models of the workload and
performance of a crew operating the MCE system. There are two major clusters of
displays in the system; these will be described in detail in the System Operational
Concept Document (Corker, 1990a) and Software User's Manual (Corker, 1990b).

One set of displays is a full-color representation of the console of the MCE system, as
shown in Figure 7.

This display has two parts: a radar screen and a complicated set of touch-screen-

activated pushbuttons and button-related panels. On the radar screen are a number of

display icons representing the controlled aircraft and the symbology assigned to the

aircraft by the MCE system. Associated with each aircraft is a Display CONTROLLER

which is responsible for showing the aircraft's symbology, its radar return, various textual

displays associated with the aircraft, highlighting/markings that the MCE system can

associate with the ah -raft, etc. A Display CONTROLLER is also associated with each
grid of buttons on te MCE console display. Each Display CONTROLLER is
responsible for showing he buitons in the Display CONTROLLER's corresponding grid,
displaying the button in each of its various possible pushed states, accepting mouse-clicks
on the button, etc.

The second is a monochrome display set showing the current workload and state of

the human crewmember models, as depicted in Figure 8. Each crewmember model has
two displays associated with it:
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YCAP DJisplay An animated "strip chart" type of display that shows a set of four bar

charts displaying the time dependence of the workload for each emulated crewmember in

tems of visual, auditory, cognitive, and psychomotor load.

QprtAxtivit Dscrilfion. A textual display showing the current configuration

of the rules governing the behavior of the crewmember according to the system's current

internal model.

Each crewmember model has a Display CONTROLLER governing its output to each

of these two displays. In addition to a pair of displays for each of the crewmembers, there

is a corresponding pair of display windows for the airbases, aircraft, and TACC (supreme

command) used by the simulation. A similar pair of windows is used for system output

and display. Each crewmember model's displays are fully independent, so that the

analyst/user running the system is able to select from among the various crewmember

models that set which models the information the analyst/user wishes to display.

This model of window output/interactions has a number of significant advantages.

True portability is enhanced. Because of the inherently hardware-specific nature of

windowing systems, displays and window interactions can be the most difficult features

of an existing application to port to a new hardware platform. However, as noted above,

in the Display CONTROLLER model all knowledge about the nature of and interactions

with the platform-specific windows being used by the displays is highly localized and

made modular by being encapsulated within the PWINDOW. As a result, in porting the

display-related portions of an applications system to a new hardware platform the only

portion that needs to be modified is the PWINDOW itself. Moreover, this conversion is a

one-time cost; specifically, it need not be done on a per-application basis. Once a

platform-specific version of a PWINDOW has been established, it can be reused for

future ports of Display-CONTROLLER-based systems to that hardware platform.

All windows in a given system arc completely interchangeable. Again, no knowledge

about how the display is to be shown is embedded in the platform-specific window.

Consequently, rearranging or redistributing displays for a given system is simply a matter

of reassigning the physical windows among the appropriate Display CONTROLLERS

and the associated PWINDOWS.

Furthermore, this greatly simplifies the resourcing of these windows. Rarely used or

complicated types of displays need not have their possibly space-expensive windows

created for a single, short-term use. In other words, there need be no more windows
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created than the maximum number that can be shown at single time, regardless of their

use. In fact, it is simple to turn off any or all displays in a given system.

As an example, in the C2 evaluation system discuss:ed above, the user/analyst can

select which set of crewmember model outputs he/she wishes to display. In this model of

window interactions, showing the chosen displays becomes simply a matier of

distributing the necessary windows among the Display CONTROLLERS for the models

whose output is desired.

Having all output to the screen channeled through the various Display

CONTROLLERS provides the system with a centralized locus for controlling,
manipulating, or eliminating some or all of its output. Indeed, a program outputting

through a specific display need not even know whether its output is actually being shown.

This has three advantages:

1. A given portion of a system need not be concerned about whether it is providing

output (as stated_ above, if a disabled display is later re-enabled, the Display

CONTROLLER is responsible for updating the display Atppropriately). In the C2

evaluation displays of crewmember model data, all output from a given crewmember

model is passed through a single Display CONTROLLER. This gives the system a

useful, simple way of turning off the display from that model, and no model is concerned
as to whether its output is actually being shown. Another, somewhat more complicated

example involves the MCE radar display. It is possible to turn off all the displays in the
A.RT system. However, in the case of the radar it is critically important that the internal

state of the display be maintained (even if the display is not currently being drawn) so

that the display will be correct and up-to-date if the displays are re-enabled. Again, the

Display CONTROLLER that handles the radar is responsible for maintaining this internal

state. In short, it does this each time it is notified of a change, by first making the
appropriate change to its internal state and then deciding whether to actually make

changes to the display that refloct this change.

2. In certain applications (e.g., complicated, gra1hics-intensive simulations) where a

significant portion of nm-time often is devoted to graphics and textual output, the Display

CONTROLLER model gives a single, central location for disabling all output to & display

when this is desired. In the C2 evaluation system, with its many complicated displays, it

is often desirable, when attempting "o run until a specific predetermined time-step, *o

disable all displays until the run is over. Suppressing the displays for these intermediate

steps can allow a great improvement in speed.
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3. Highlighting for emphasis is a generally desirable feature of a system. Multiple

highlighting, such that when a single entity in the system is selected or singled out to be

noticed all representations of that entity currently on the screen become highlighted, is

also useful. Under the Display CONTROLLER paradigm, highlighting is simply another

aspect of the details of a particular display handled by a Display CONTROLLER. When

an entity in the system is told that it needs to highlight its representations on the display

screen, it notifies the Display CONTROLLERs responsible for the displays in which the

entity occurs, and multiple highlighting is simplified.

Finally, CDIS contains a number of packages for handling specific types of displays.

Among those used in the AIRT/HIP system are the BGRID system, which handles the

display uf realistic-looking, interactive buttons (see Figure 9) and the R1B displays for

drawing the paper-ribbon-like displays u-sed for displaying the crewmembers task loading

in the analyst's view. (See Figure 8.)

BEAM= System

The set of software p~ickages and utilities that go by the name BRAHMS (Behavior

Reprexcntation and Human Modelling Simulation) supports those features of the system

that supply the creation, simulation, and monitoring of the human modelling objects, from

which it takes its name. The most important of these features are of three classes: human

model bases, human performance displays, and executive controller.

Human Model BaseL There are those features that support the human modelling

itself. They involve two aspects. First, the software structures that go into the

specification of those features of the human model itself that are characteristic of the

whole class of BRAHMS-based human modelling (as opposed to those features specific

to the application at hand). The types of activities representative of general human

operator behavior are as follows:

1. There is a set of behaviors having to do with the selection of what procedure to

perform next, given a stack of available procedures. The selection process involves

determining the priority of a gý 'en procedure (which is determined in a priority matrix for

each operator) and examining the xesources required to perform that procedure.

2. There is a set of procedures associated with the resource loading model for the

operator. Activities are selected on the basis of priority (as mentioned above) and the
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resources that the operator can bring to bear on the task This resource model is described

in the section of this report dealing with human models.

3. There is a set of procedures dealing with the interruption of one activi:y by

another of a higher piiority. Procedures can be interruptable or non-interruptable. In

general, if a procedure is performed through a sequence of subactivities, it is able to be

interrupted. If interrupted, there are several reentrance and restart options associated with

the particular activity being performed. Second, there is a cluster of software structures

that specify how the BRAHMS-based activities themselves are structured; these

structures have to do with features of the activities that support the above-mentioned
interruption features and determine how communication among activities is handled.

Human PErforatnce Displays. BRAHMS supports a set of standard displays whose

basic underlying structure is common to all BRAHMS systems (although the specific
details corresponding to a specific system may vary). These displays primarily involve

the analyst's view and associated system displays.

Exeutive ConroUe. Finally, BRAHMS contains a basic, underlying structure used
in the BRAHMS-based systems which is centered around the application system's

MASTER object. The main components involved are as follows: the basic MASTER

object, a basic structre for the analyst's view displays, a basic structure for the AGENT-
TOP-LEVEL object (whose responsibilities involve the creation and control of the

various active agents corresponding to the application system), and a basic structure for

displays used specifically by the application system. In each of these cases, BRAHMS

supplies a basic, foundation stratum on which the application system builds, f'lling in the

details as appropriate to its needs.

AIRT and HIP SWsrcm

Each BRAHMS-based system has a set of top-level components specific to the

particular application. The AIRT and HIP systems also have common supporting

features. Thus, for thk, AIRT and HIP systems there are: (a) those parts that are specific

to the AIRT system, (b) those that are specific to the HIP system, and (c) those

underlying features which are common to both, by their relation to Command and Control

processes.

We will consider the common features first. Because of the similarity of the AIRT

and HIP systems, there is naturally a great deal of overlap in their features. This common
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set of features constitutes the Command and Control module. The following features are
the most important within the C2 module:

1. A simulation of the real-world situation (i.e., aircraft). In this case, the aircraft

behave as independent agents driven by a simulation handled by the system's AGENT-

TOP-LEVEL object.

2. The MCE emulation system and its displays. This package draws heavily on the

features supplied by the CDIS graphics package described above. It supplies a realistic,
interactive simulation of the MCE/radar system and interacts with the real-world

simulation, displaying the current state of the aircraft and other components of the world

representation.

3. The human model/agents that are common to both the HIP and the AIRT

systems.

4. The activities that support these common agents.

5. A set oi tools that allows the interactive specification and initiation of a script by

the programmer/analyst.

6. A set of tools that can be used to collect and reduce data describing the behavior

and performance of the human models.

Also common to the AIRT rnd HIP systems are a number of additional features
which are built on top of those of the C2 module. Within AIRT, these primarily involve

activities and rules that support the higher-level behavior of the air traffic control features

of AIRT. The most important of these for the HIP system are (a) a number of
modifications to the MCE displays that enhance its interactive nature, thereby enabling it
to be used by an operator in a way that simulates the use of an actual MCE workstation;

and (b) a set of components that serves as an interface between the operator sitting in
front of the MCE simulation and the rest of the underlying HIP system. Because of the
object-oriented structure of the system, it is possible to build this interface object as just

another object which replaces one of the human models in the underlying AIRT system;

this replacement is then, to a great extent, transparent to the underlying system. In a

certain sense, the interface object acts as a "wrapper" around the human operator and

serves as his/her interface to the rest of the system.
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We will now describe how the fundamental components of the C2 evaluation
methodology are linked to create the evaluation system. The discussion to follow

concentrates on the function and control flow through the system. Included in this

description are references to rules and models (for both human and equipment
perfomance). These components are critical to the analytic behavior of the system. We
will develop these key concepts fully in Section IV.

The basic data flow for the system is illustrated in Figure 10. The system is
implemented in a modular and object-oriented framework, as previously discussed. The
module boundaries in Figure 10 correspond to the conceptual design and implementation

distinctions in the system.
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Figure 10 Basic Architecture for Human/System

Performance Analysis Simulation.

The functional flow through the implementation begins with models of the scenario

and environment in which the evaluation methodology is to be exercised. In the case of

the MCE automation impact evaluation, this scenario includes geographic and

geopolitical boundaries in support of an air defense operation. Also included in this
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description are object-based representations of Friendly and Enemy aircraft, radar sites,

CAP points, and air bases. The activity of the scenario is played out though the

emulation of MCE equipment in the MCE operator console. (This equipment is

illustrated in tie equipment description ovals attached to activities.) The scenario is

interpreted through the human operator performance models (Link a). (These will be

described in detail in the next section.) The output of these models provides data that

modify the world representation of the operators that have interacted with the displays

(Link b).

The agent function module is composed of operator-independent abstractions of the

processes by which the operator-objects act on the data contained in their world

representation. These abstractions currently include communication protocols,

interruption/resumption protocols, task-queue management operations, and decision

mechanisms. Once action is decided upon, the way in which this action takes place is

mediated by descriptions of the system equipment. In the current instantiation, that

equipment is the MCE OCU (Link c).

Finally, activities are initiated that invoke models which describe when, how, for how
long, and with what resources the operator responds. The effect of these activities is then

fed back to reflect changes in the scenario state as a result of operator action (Link d).

For example, as the MCE RGDU displays the appearance of aircraft (directed by the

scenario script), the human visual performance models direct the position and dwell time
of, for instance, the WAO's gaze as the WAO searches over the MCE OCU. The

information (MCE object status) taken in by the WAO is used to update his/her world

representation. The state of objects in the world representation is arranged by categories,
and attached to these categories are rules of behavior. In our example, these are the set of

categories for the WAO under the current Rules of Engagement and Air Tasking Order
(ATO). To continue the example: If the WAO's visual scan encounters a Friendly

symbol as it passes over the RGDU, a set of rules attached to Friendly aircraft is run to
see if the condition of that aircraft meets the criteria for any rules to be activated, or

"fired." Attached to Friendly aircraft objects are rules regarding their combat mission
state (e.g., paired, enroute, engaged, on CAP) and actions to be taken by the WAO based

on time since last observation. These rules can either cause action to be initiated or

simply cause the WAO's world representation to be updated. The WAO's rules generally
dictate that, given a particular condition of the air battle, communications be initiated

either within the MCE (e.g., to direct a WD to communicate with a pilot or alter the
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current pairings and assignments) or with an external agency (e.g., to scramble fighters to

CAP or to an engagement).

The firing of the appropriate rule for action causes an activity to be created
(spawned). In turn, that action may have several supporting actions that must be taken to
satisfy the termination conditions for that state of action. An activity (e.g., initiate

communications) invokes models that describe procedural sequences (what must be

done), communications protocols (how it must be done), and motor response
requirements (what are the physical parameters for its completion).

Other human operator agents within the MCE are guided by similar perceptual
models, but the rules and the activities spawned by those rules depend on the duties and
the profile of that operator. So, to continue the above example: A call from the WAO to

a WD results in an auditory input to the WD. The WD responds to this change in world
state by applying rules to the content of the communication that spawn activities on the
WD's part. For example, a request from the WAO to re-pair a fighter will result in the
requested re-pairing, and in a new condition (a previously paired fighter now unpaired).

The WD object must determine, according to mission state and Rules of Engagement,
what is to be done with that fighter. Rules for pairing geometry are invoked which spawn
action. Finally, action is taken through the procedures required by the MCE equipment

suite.

unctonlManiulation

In addition to these modules, the system provides a set of interface tools designed to

facilitate screen-based, mouse-activated manipulation of the objects that comprise the
evaluation system scenario. As described below, these tools can be applied at run time

(access to scenario conditions or changes in model parameters), or at system definition

(flex rule browser, or equipment definition).

The analyst is provided with on-line access to the scenario conditions, to the
parameters that describe human performance, to equipment functions and arrangement,

and to the rules gaiding the behavior of the human agents in the simulation. Examples of

these utilities are as follows:

1. One such utility is a screen-based facility for setting up a scenario script. This

capability is illustrated in Figure 11. Pathways for Enemy aircraft are established by
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mouse-clicks. Aircraft type and characteristics are also accessible to the designer.
Likewise, airbases, CAPS and scenario events can also be edited.

2. Another provides access to the FLEX rule system. The FLEX rule system treats

rules as packets of relations between the individual operators in the MCE evaluation
system and the objects in the world representation about which those operators must

make decisions. This rule system is illustrated in the matrix of operators and entities in
Figure 12. Using a mouse-to click on the entries of the matrix calls up a browser window
in which the rules associated with the operator-entity pair are displayed, as illustrated in

Figure 13.

The rules are expressed in standard English provided by the programmer and in a

first-approximation to English generated from the underlying code by the system.
Portions of a rule are highlighted when the cursor moves over them. These portions are
the substructure of the rule. The system is currently implemented as a browser.
Development of an editing capability from the browser structure is straightforward. The

editing system would provide analysts a tool by which the underlying decision rules of
operation could be changed.

3. A number of utilities are available for defining the physical and functional
characteristics of the MCE equipment. Following the object-oriented implementation

paradigm, all of the equipment models can be independently manipulated. Each of the
control panels and all of the buttons, switches, and data on those panels are objects. The
equipment suite consists of objects that are composed to emulate the MCE equipment.
Parameters of these objects specify their size, shape, location, and function. For the case
of data iepresenting underlying buttons and switches, a graphics editing interface has
been provided to select and position them. All other parameters related to equipment
must be entered as text into the LISP structure defining the equipment.

4. In addition, the system has a set of tools to write operational variables to files for
performance analysis. This experimental mode of operation will be discussed in that part

of Section V which deals with verification and validation.
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The basic architecture for LISP control flow for the MCE is presented in Figure 14

from the point-of-view of the management of information display. The simulation

module is essentially the forcing function for the flow of activity in the analysis. Events

occur at particular scheduled simulation times (e.g., a particular simulation "tick"), or as

an analyst-selected "asynchronous events" invoked with screen-based commands. In this

way the simulation module serves as a stimulus to the operator models.

SIMULATION

- MODULE

___ cI4 Control Flow for the MCE.

S- The major control modules are a Master Controller and an Event Handler. The next

level of control is founu in the operation of the Model Displays, MCE Display, Radar
RGDU Display, and AGENT-TOP-LEVEL object modules. Below these are the

individual models, the actions of the simulation agents, the function of the MCE

equipment, and activities of the radar screen. We will now describe the operation of these

modules in some detail.
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Master Cont Handler

The Master Controller acts as the system executive and routes information and

messages among the system modules. The Master Controller is linked to the Event

Handler, which contains two types of events that drive the operation of the simulation

objects. "Tick-based" events form the basic script of the simulation and depend on the

initial configuration of the agents including Bogie/Friendly aircraft and the Rules of

Engagement The other event type is "asynchronous," which provides for the injection of

user-defined events into the operation 4f the simulation; it also provides a mechanism for

conditional events to be defined in the simulation. Event-streams through the Master

Controller drive the displays, the radar, and the activities of the agents.

In addition to the display modules for models and equipment, each agent contains an

object pre-presentation of the MCE. This means that the world representation of each

operator contains the current perceived configuration of his/her AUXPANEL control

settings, hooked data readout presentation, and workload parameter settings (VCAU).

Because of the graphics-intensive and changeable nature of the radar RGDU presentation,

there is one common representation of the air picture that is accessible to all operators.

Operators can configure their screens to different resolutions and to offsets.

However, to capture these individual aspects of the radar presentation, we can block an

individual operator from the full-scale RGDU by directing the visual attention model to

attend only to that portion of the screen currently available to the operator. The radar is
represented only in the radar display object and is referred to by the agents through the

Master Controller.

AWus

Contained in each crewmember agent is a model of that crewmember's behavior

(encapsulated in his ier curruat set of activities) and his/her MCE console. Associated

with each crewmemlx 's activity state is a set of displays. Figure 15 illustrates the model

for the MCE equipmenm .soL_.:d with the WAO and the model for the radar common to

all crewmembers.

As mentioned above, each crewmembcr agent contains an internal representation of

his/her own MCE console. Internally, the states of all the buttons, etc. are recorded and

maintained. A view of only one crewmember agent's MCE is shown at any one time. At

that time, the MCE console displays of all the other agents are disabled, without affecting
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I in any way the internal representation of the MCE's state (for more on this point, see •he
discussion of the Display CONTROLLERs). The so*R exception to this is the

representation of the radar and its display; at present, a single radar object is held in
common and used by all the agents' internal repre~sentat•€cns of their MCE consoles.

An agent in the C2 system is used tu represent an indopenuent, free-standing entity
c apable of and responsible for initiating its own behavior. This behavior is controlled by
the set of activities that the agent is currently running. These activities are spawned in
response to changes in the agent's environment in the •ystemn.

Aul activity is c, unit of behavior governing the action of an agent. Roughly, it is a
piece of code that runs for a short duraion, until a given goal is accomplished or until the
goal is othrwise terminated. During its lifetime it will, at various times, execute code to
affect the behavior of its parent agent or iend mnessages to other agents in the, system or to

features of the simulation.

The structre of an activity can be recursively hierarchical; that is, it can itself srpawn
subactivities when it needs to delegte subtaska that mwst be performed. For e:rample, a
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crewmember agent might need to communicate with another crewmember, as a response

to the appearance of an unknown objoct on the radar screen. To accomplish thiý task, the

crewmember agent would spawn a high-level "communicate with crewmember" activity.

This activity would have small subactivities such as "dialing" up the other crewmember,

talking to the other crewmember, and "hanging up" the communication. Each of these

subactivities would, in turn, have many subtasks (reaching for and pushing buttons,

looking to verify that a button-click "took," etc.).

An example of a complicated, high-level agent with activities is that of the

crewmembers in the C2 system. These agents, as models of human behavior, gain

information about their environment as described by the system by means of their

auditory and visual models. The human model/agents then respond to the changes in

their resultant internal model of the world by modifying the set of activities that the

agents have running at that moment.

The internal representation of the world of these agents with activities is also

governed by these agents' auditory and visual models. At given intervals, the agent looks

at or listens to its environment and detects and collects information about the world,

which it stores in its memory. The C2 agents scan their equipment or look at particular

buttons and switches according to the activities they are carrying out. If the agents are

not currently active, they scan their console as a background task. The interval of this

background scan is one glance at a new section of their equipment every 2 seconds. In

addition, the operator agents are constantly listening to or monitoring the radio channel to

which they are connected. According to what they then perceive about the world, the

agents respond to the world by modifying the set of activities that is running.

Aircraft objects provide an example of a less complex type of agent in the C2 system.

These objects also respond to changes in their environment by spawning new activities,

bet the model of their interactions with the rest of the world is much simpler than the

models for for the human agents. Ir. short, aircraft objects simply respond to incoming

messages sent to them by the humnan crewmr;mber agents. (For example, the crewmemlber

agent WDI might send an aircraft agent a command to return to an airbase for refueling.)

Basically these agents merely receive and respond to direct comm.unications from the

crewmember agents.

Governing all the agents is an entity known as the AGENT-TOP-LEVEL. The

AGENT-TOP-LEVEL is responsibIe for keeping track of and handling communications
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among the various aent objects and the other entities of the system. It is also responsible

for various system maintenance "housekeeping" tasks such as making sure all the agents

are activated at the appropriate moment.

Activities are encoded as LISP procedures and methods that describe what is to be

done, what are the enabling conditions for the performance, who takes the action, the
action's duration and load, how the action is successfully completed, and how the activity

is terminated or interrupted.

Each tick-step for a given agent is divided into three parts or passes:

1. Pre-Tick. In this pass, the agent decides which of its current set of activities it

will run on this tick. This decision can be very simple. Fcr instance, in the aircraft object

agents, all the available activities are in a strict linear order of precedence, and the

currently available activity with the highest priority gets to run.

Alternatively, for the human agents that depend on the visual, auditory, cognitive, and

psychomotor (VACP) load models, each agent must first sort his/her current set of
activities according to a pre-determined priority. Next, this set is then reviewed in order,

and each top-level or parent activity is asked to decide if the conditions are appropriate
for it to run on this tick? If not, this activity is skipped. If the activity can be run, its
VACP for this tick is calculated and the corresponding total loads for the agent are
incremented. If one of the four V, A, C, or P loads becomes too great, this activity cannot

be run on this tick. This process continues until all the activities are processed or all the

loads are filled.

2. Tick. In this pass, the actual work of the activity is done, messages are sent to

other entities, etc.

3. Post-Tick. In this pass, some side-effects of tick are cleaned up. For instance, if
the activity spawned a new sub-activity during the tick pass, the new activity is actually

queued-up and spawned during the post-tick phase. (This is done to avoid a cascade
effect, to prevent an agent that receives its tick after the current agent from getting a
resulting message one tick out of phase with the current agent.)

For example, in the activities governing communications, the agent who has initiated
the communication has a "send communication" activity, and the agent to whom the

communication was sent has a "receive communication" activity. The structure of
individual communication is illustrated in Figure 16, which depicts a typical
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communication between the WAO agent and the WD1 agent. In this case, the WAO is
the initiator of the communication and the WD1 is the recipient of that communication.

S4ET-UP CHEC TICK N

/ • [L15TEN TICK N #

Commw CONNECT TCSHEAR C

FigULC i Communication.

During the pre-tick pass for sending, the agent, after first determining that no activity

of higher priority is pending, must decide if it is still appropriate for the "send
communication" activity to run. For example, the sending agent checks to see if the
receiving agent is still connected, or if the receiver has been interrupted by activities of
his/her own with higher priority than listening to the communication. If the receiver is
still amailable, the message is sent. During the tick pass, the receiving agent determines
who is trying to communicate and whether that communication is of sufficiently high
priority to be heard. In the post-tick pass, the receiving agent actually hears the content
of the message.

The simulation issue addressed in this multi-pass paradigm is that activities or

communications on the part of one agent may change the world situation and context of
action on the part of another agent on the team. Queueing and prioritization are required,
as well as a period in which to allow decisions to settle into the new context which each
tick of activities brings to the situation.

IV. REPRESENTATION STRUCTURES AND MODELS
FOR OBJECTS AND AGENTS

The representational formalisms established in the C2 methodology are a key feature
to the generality and power of the methodology. The analytic methodology must have
some "ground truth" that holds the state conditional information about the simulation
objects and with which each of the intelligent agents in the simulation will interact.
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That grotnd truth will be of several types. First, there arm the characteristics of the

mission or operation being performed. In this domain of discourse, C2 GCI, an adequate

and universally accessible description of the airspace in which the aircraft (Friend and

Foe) are ol. ,'ating is required. This description includes terrain and geopolitical features,

as well as cultural information such as cities, air bases, and targets. In addition, tactical

military features such as CAP points, safe corridors, missile engagement zones (MEZs)

and air defense intercept zones (ADIZs) must be represented. The second kind of ground

truth information required is that associated with operating procedures. Significant hems

of this type include the air tasking order and appropriately focused fragments thereof,
intercept preferences and geometries, and manning procedures. In addition to these fairly

high-level procedural concerns, there are within the CRC procedures having to do with

the local command structure and standard operating procedures. Finally, there is

information that deals with the behavior of aircraft in the physical world (velocities,

accelerations, fuel usage, missile envelopes, etc). In providing the ground truth for

representation in simulation, we have used three representational formalisms appropriate

to each of the three information types (declarative, procedural, and physical/dynamical).

DeclaratveInformation

Declarative information is organized by taxonomies based on whole-part

relationships. For example, an area of responsibility (AOR) for a given WD is part of an

area of operations under the control of a given CRC. That area of operations is part of a

theater of operations under the control of the TACS, etc. That taxonomic relation extends

to descriptions of equipment in the MCE.

For example, the operation control module (OCM) is composed of four primary
objects: the radar graphics display unit (RGDU), the Voice Communications Access Unit

(VCAU), the auxiliary control panel, and the auxiliary display unit (ADU). These objects

are in turn composed of buttons, switches, and display surfaces. In addition to the

representation of the physical condition of the OCM modules, each operator carries

internal representation of the state and condition of his/her individual control station.

It is of some significance that, though ideally the human operators' representation of

the world is consonant with the state of the, simulated world, our system makes no

assumption that this is the case. The internal representation of the human operator may

be differently structured than the ground truth, it may contain more data or less data than
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the basic representation of declarative knowledge. This capability for both systematic and

random deviation from the ground truth of the simulation world is a critically necessary

component of any system that intends to represent and analyze significant human

performance. Further discussion of the ramifications of internal representation of the

human operators modelled by this system is defened to the discussion of models in the

following section.

Procedura Information

Procedural information (i.e., how something is done) is held and structured by a

goal/task procedure taxonomy. The activities performed by human agents are formulated
as human performance models (visual search, decision-making, memory functions, etc.)

These models arm called into action as a procedure is invoked that requires prediction of a

human operator's performance in response to mission/operational requirements. The

operation of this methodology is critically dependent on the accuracy and validity of these
models. We will describe each model operation in detail after this overview.

The taxonomic structure of actions to be accomplished places them in a mutually
satisfactory relationship. For example, the high-level goal, to conduct satisfactory air
defense operations, is served by manning CAPs and managing Friendly resources. These,
in turn, are served by a subgoal, to conduct appropriate pairings between Enemy and

Friendly forces, which in turn is satisfied by appropriate activation of tasks for pairing,

which, in turn, is constrained by proper operation of the MCE equipment at the OCM.

This goal/task procedure hierarchy is further structured by the notion of priority in the

tasks being performed, and by reasoning about the capacity of the equipment and about
the capabilities and limitations of the operators interacting with that equipment.

Physical Relations

The physical relations in the world representation are maintained and calculated by
dynamic equations of motion (limited in this implementation to simple point-mass

equations) and models of aircraft expenditures over operating time. The motions of
aircraft are first-derivative indications of velocity over the screen space (pixels per tick)

and represent a velocity of 1.2 times the Enemy aircraft velocity. Expenditure of fuel is
calculated as a relation between speed modes (cruise, pursuit, and afterburner) and expert
opinion as to how long fighter aircraft can function at those speeds.
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Repesntation Sysitem Benefits

The value of the infrastructure that organizes the C2 methodology is seen in the
flexibility and tractability of the system to accommodate design and procedural changes

while maintaining its capability to provide performance predictions for the

human/machine system. In addition to the robust response of the analytic system to
procedural, declarative, and physical changes to the entities modelled in the analysis

structure, several other benefits accrue as a function of the organized and integrated

information structure in the C2 methodology.

As noted by Card, Moran & Newell, (1983) in their discussion of cognitive

architectures, the definition and implementation of a processing structure is theoretically
and pragmatically useful in that the structure provides a framework and constraints on the
degrees of freedom associated with the individual models of cognitive phenomena used to
describe human/machine functions. We will elaborate the models in the next section.

Further, the structure of the system provides a common vocabulary with which to
discuss the relative contributions of human operators and intelligent automation. The
parameters of a given performance can be assigned as a function of assumed automation

or calculated as a function of human performance models.

Finally, the structure of procedures and the representation of the human agents in the

system make explicit the basis for human performance in response to the scenario. Once
validated, this cognitive structure will allow a systems analyst to examine, without

ambiguity, the rules and knowledge base whereby the human operator is taking action.

Human Performance Models

Human performance models are the basis for the C2 evaluation methodology's

prediction of the MCE crew's operation in the face of demands of the tactical air defense

scenario. Our general approach to modelling is the perspective that the human performs
critical information processing operations and control functions in the C2 environmer t.
This perspective asserts that "human performance varies because of differences in the
knowledge that a person or team of people possess (both the form and the content), in the

activation of that knowledge and in the expression or use of that knowledge" (Woods,

Roth, Hanes & Embrey, 1986, p. 6).
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This perspective (one of several useful views of human performance) meets our needs

in describing human operation in a complex information processing and communication

system. To provide a relatively complete and useful representation of the human operator

in these systems, we need to account for three aspects of the operator's behavior:

perceptual processes, cognitive processes, and response processes. Specifically, we assert

that the human operator models must provide the following model descriptions:

1. A computational description of human visual processes that describes both

general visual scanning and directed visual processing.

2. A description of scanning patterns and dwell times for information processing, as
well as predictions of what is and what is not available to the visual system for inclusion

in a knowledge cache for further processing.

3. A description of audition that includes a description of the effect of monitoring
multiple channels simultaneously. In addition, the model of human communication must

include a mechanism for interruption of messages, as well as an assignment of priority to

the incoming information.

4. A description of interactive models representing cognitive processes. This
includes a description of the state of the operator's knowledge of the world (an updateable
world representation); a method that describes the process of decision-making based on
rules, as well as on more heuristic and algorithmic calculations; a model of the function

of memory (both working memory and long-term information store); and a model of how
cognitive activity might influence perceptual processes (specifically, how problem-
solving and planning might direct vision to seek information from the OCM displays and
controls, and direct communication functions to ask for the required information from
other operators, pilots, and personneli up the chain of command).

5. A description of how the human operator, having made a decision or plan to
initiate activity, goes about effecting that activity within the constraints of MCE

operation. This model should describe both human neuromotor response and verbal
communication protocols.

General Model Design Issues

We will describe our implementation of each of the above sets of models directly.
There are, however, several general issues in human modelling formalisms that should be

introduced. These are the use of normative versus, descriptive behavioral models, the
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levels of detail of the models, the mathematical foundations of the models, and finally,

the integration principle, for the models. We will describe each issue and then address

how it has been resolved in this methodology.

Normative versus Descriptive Models Issr., The distinction here is whether the
model describes the human operator's behavior as it "ought" to be, according to a

normative set of assumptions (normative), or whether the model simply describes the
human operator's behavior based on some set of data collected for that behavior

(descriptive). Examples may help to clarify the distinction. In the normative case, we
might model human decision-making in terms of the Bayesian principles of conditional
probability (Hayes, 1973). It is known that human operators generally do not make
optimum use of conditional information; so, this model, while providing a general outline
of human information processing, would be considered normative in the sense that it
describes how an ideal decision maker would use conditional information. In the
descriptive case, we might model human decision-making based on actual research. For
example, in modelling the human's response following presentation of a stimulus, the
response time to be used in the model could be derived from the mean reaction time
response of many operators tested on a similar task. This would be a descriptive model in
the sense that it is based on the data from empirical tests, as opposed to a theoretical

formal foundation.

In the C2 evaluation methodology, we have favored the inclusion of normative rather
than descriptive models. This was done in large part because of the prototype nature of
the equipment. There simply are insufficient data about human operators' performance on
which to base a descriptive model. Also, the normative modelling approach is more in
keeping with our goal to create a generally useful analysis tool that is not tied to any one

configuration or equipment set.

Jevels of Detail Issue. The granularity or level of detail issue concerns how much

detail is necessary to provide a sufficient description of the behaviors of interest.

In the C2 evaluation methodology, we have provided models of performance at levels
of detail adequate to describe the observable effects of operator action as the simulation is

executed. Visual scanning of the radar screens, for instance, determiaes what the
operator sees. Timing and positional accuracies are critical to this behavior and are
modelled at a very fine level of detail (ocular position variations of 1 degree of visual

angle subtended and temporal variations of 200 msec are calculated). Alternatively,
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human decisions are modelled on the basis of rules and heuristics. We do not, in this

instance, calculate. decision times, as these times are likely to be small in comparison to
the other operational inertias in the system. Insofar as we have been able to determine,
this architecture is unique in its ability to accommodate the interaction of models at

varying levels of granularity (Elkind, Card, Hochberg & Huey, 1989).

Probabilistic versus Deterministic Issue. The mathematical assumptions under
which models are developed determine the predictive power and applicability of those

models in a given domain. Deterministic models are sufficient to describe the operator's
behavior in open-loop control systems. In the deterministic model development, the
operator models will respond in the same way at every presentation of the same scenario.

The same aircraft will be assigned to the same bogies, etc. The value of the deterministic
approach is that the analyst can pursue what-if analyses with the assurance that the only
changes in the methodologies output will be a function of his/her manipulations. On the
other hand, probabilistic models provide options and variances in operator behavior
described by distributions of the probability that an action will be taken, or that a signal
will be perceived. These probabilities are enacted by relating the signal/noise and prior

probabilities of the stimuli to the filter and plant characteristics of the human operator.
Cognitive processes such as situation assessment may be deterministically represented in
a rule base or described probabilistically using Bayesian or evidential reasoning
techniques. Memory processes can, similarly, be described in terms of probabilities of
recall, or deterministically described using queueing theoretic models.

With respect to the probabilistic versus deterministic issue, we have in this
implementation restricted ourselves to deterministic models. We chose this alternative, in
conjunction with AFHRL, to rule out probability-based causes from our assessment of
automation impacts on performance. At a fine level of analysis, the deterministic nature
of the models allows us to pinpoint the system changes to be examined without the
requirement to provide a multiple-run statistical basis for effects. If in the future
probabilistic models are introduced into the analysis methodology, the architecture can
support multiple-run, or Monte Carlo, methods of operation.

It is of importance to note that operation in the HIP mode (i.e., with human operators
interacting with the simulated operators in a scenario) immediately moves the
methodology into a closed-loop mode of interaction in which the effect of earlier
performance is used to guide later performance. Human operators are not deterministic in
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their response. Further, human operators are very sensitive to the temporal resolution of a
system's response and issues of dynamic system stability must be addressed.

Model Integration Isue. As discussed earlier, our evaluation methodology uses a
modularized object-oriented paradigm for human/system representation. The human
performance models follow this paradigm as well. Models describing individual
perceptual, motor, and cognitive processes are encoded as objects and methods on those
objects. Communication among models (representing the processes of perception,
cognition, and action) is provided through LISP-based message-passing protocols. The

action of these models is the sole basis for operator-object knowledge in the simulation.
There is no higher or meta-level repository of simulation knowledge and very few global
representations of the operator's process.3

Concerning the issue of model integration, we have designed the system as a modular
framework rather than a monolithic structure. A fully integrated and monolithic "mega-
model" of human performance does not seem appropriately responsive to the analyst's
needs to investigate in more or less detail the operations of the C2 structure in response to
automation. The more modular structure also frees the analyst from the often
constraining assumptions inherent in monolithic models.

Human Perforlmance Moel Implementation

In this section we will elaborate on the human performance models currently
implemented in the C2 evaluation methodology. We feel this implementation is sufficient
to provide insight into the impact of automation on CRC-level C2 activities. This set of
models should by no means be construed as a complete description of C2 activity in
general; however, extension of the methodology's capabilities is made easier by the
modular structure of performance prediction. Each of the operators modelled in the C2

evaluation system is an active and independent agent. These operators take action based
on the state of their internal representation of the C2 GCI world.

Agent World Representation. A human's cognitive representation of the world is a
complex structure, the characterization of which has beea the topic of intense research

3Tmere is currently no consensus among practitioners as to the "corect" integration approach for these
models (see Chubb et al., 1988 for a discussion). The rationale for our approach is provided in Corker et
al., 1989). We will elaborate on this integration with MCE GCI examples after our discussior of the
individual models that have been implemented.
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interest by experimental and cognitive psychologists. (See Collins & Smith, 1988, or

Baron & Corker, 1989, for a review of these issues as applied to complex, dynamic

human/machine integration.) Though we are sensitive to the fact that the state of
knowledge in cognitive science continues to evolve, we assert that the following

structures and methods are necessary and provide testable hypotheses for human
performance. We have implemented these structures within the AIRT and HIP systems.

The operators modeled in this system interact with the MCE through perceptual

processes and activities. Each operator has an individually-defined world representation.

This representation contaiiis (a) a declarative description of the world as the operator

knows it, (b) a set of actions and procedures that are within the operator's capacity to

perform, and (c) a set of rules that guide the application of these actions. The operator-
object builds this representation from a standard base of assumed "knowledge" (e.g., the
C2 operators know what aircraft are and what their characteristics are with regard to
counter-air-&,fense operations). The operator-object assumes that information about a
particular scenario will be provided verbally and "heard," or presented visually on the
MCE equipment and "seen." As discussed, all such transactions take place through
message-passing protocols among objects.

The declarative world knowledge is represented in a taxonomy in which the higher-
level objects (e.g., the MCE OCM) are composed of lower-level objects (e.g., the radar
display graphics unit, the auxiliary control panel, etc.). As previously described,

procedures are erranged in a goal/subgoal/task procedure taxonomy, with increasingly
specific actiors needed to satisfy the accomplishment conditions of the procedures.

Finally, the rules and knowledge base are structured in a propositional framework that
conditionilizes action; for example, "IF an aircraft has been scrambled and has been on

CAP folr x minutes, THEN call for a fuel check at time y" (where x and y are aircraft-

specific time intervals).

A fundamental distinction is made, in our system as to whethei" knowledge about the
world is stored as facts (termed above "declarative knowledge") or as actions and

relationships (termed "procedural knowledge"). Currently the world representation of
the operator's knowledge is predominantly declarative. The objects ir the world are
represented in a frame-theoretic paradigm. Objects are defined by c~iaracteristics called
"slots," and these slots are filled with values calculated tiirough the simuiation. In this
way the knowledge svructitre is static in its organization, but dynamic and calculable in
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terms of the particular values assigned to the world at a given point in time through

simulation. For instance, an aircraft-object in the simulation is defined by its :altitude,

velocity, bearing, expendables, mission, call sign, etc.; the particular values of that

altitude, bearing, etc. are determined by that aircraft's action in the simulation. Aircraft

behavior can be determined by the analyst (e.g., Enemy aircraft ingress routes) or be

based on responses to simulation states (e.g., Friendly aircraft response to Enemy tactics).

The operator-object similarly represents the aircraft (once it is "seen" through the

action of the visual perception model) as an object with slot structures that correspond to

the original object. Ideally, the perceptual state of the operator mirrors the state of the

real ("simulated") world. As noted previously, what is intriguing about this structure is

that operator-objects can have intert vdl models that differ from the simulated world both

in terms of the slot values they assign to their internal representation and, in a more
complex way, in terms of the structures they assign to comprise their world objects.

The internal organization of the operator has two artificial bits of information that are

not strictly perceptually available. but that serve simulation purposes. These are an
identification attached to a bit of information as to its source (i.e., the piece of equipment

from which it was derived or its auditory source), and a temporal tag identifying when the

information was received. These are used to identify where and when information was
received (or not received) to support a post hoc analysis of operator behavior. In the case

of the temporal tag, the information is also used to spawn anticipated tasks (e.g., "check

fuel x minutes from time y when latest aiv-raft state was available").

Memoy Models. The memory of an operator-object is defined in terms of the
declarative and procedural taxonomies that structure tho operators internal representation.

We adhere to the distinction between active or short term memory and long-term memory

stores (Klatsky, 1984). In the operational environment we arn modellirig, long term
memory holds the a priori knowledge with which the operamor-objects enter the
simulation. We model active memory as a limited queue of procedurev and a limited set

of declarative information. (The current limit of these queues is 10 itemns or procedures,
in keeping with the generally defined limits of working memory.)

Information (declarative information or actions that need to be taken) is forgotten
through three parallel mechanisms. First, there is the fundamental queue-length
limitation. If the operator-object has more tha|i lo procedures or more than 10
declarative bits of information active at the same time, new information replaces the
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oldest information from the queue in a "first-in-first-out" (FIFO) regime. Second, the

entry of mformation into the active memory queue is time-tagged. Items are forgotten

according to an exponential decay function (Peterson & Peterson, 1959,). (See Corker,

1990a, for dtiMs.) Third, the activity level of memory access is accounted for by an

inverse ratio between the number of memory accesses and the permanence in the memory

store. The more the cperator-object is forced to use the active memory store for input or

retrieval, the less lkely older stores will be accessible, again following a FIFO queueing

discipline.

We are aware that such a simplistic structure does not fully capture the complexity of

human memory processes. In partic-ilar, it does not address semantic relatedness or

valence/pnority of ihe information held in memory, nor does it address empirically

determined effects such as primacy (first things in -ztive memory tend to be remembered

betvv than middle items). Even given these constraints, the structure does force the issue

of time.bounded utility in information management by human operators.

Visual Processing Model. The operators of MCE equipment must constantly scan

their equipment to keep their mental images of the radar air picture information updated.
To account for the time and movement required to find and fix target data in the MCE

operator console visual field, we have implemented a model of visual scanning. Each of

the activities in the mission simulation script has an attribute which identifies what
equipment (and what sequence of hiteraction) is required to respond to mission demands.
The majority of visual attention in MCE aperation is required to be foveal (e.g., reading

data, making bearing and range estimates, locating and operating control panel switches).
Foveal vision covers only a small part of the entire visual field. (The region defined as

foveal is .5 degree of visual angle, whereas peripheral vision approaches 180 degrees of
visual angle, Graham, 1965.) There will be two sorts of visual scanning that inform the

internal representation of the operators according to the following mechanisms.

The first, "active gaze," represents the focused and directed movement from the

current point of regard to a target point. The action is characteristic of cases in which the
to-be-attended object is in a known position. The motion is a straight line from the

present position to the target.4 The operator is assunri'd to be 13 inches from the center of

4 Though there may be a contribution to motion through head movement, we will not consider that at
this time.
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the OCU. The velocity of ocular motion is 100 degrees per second. There is a 200-

milisecond pause between eye, motions (i.e., sucades). The visual scan will cover all the

displays of the OCU. The specific parameters that describe this model's operation (e.g.,

the distance of the operazor from the screen, the speed of ocular motion, and the dwell or

pause time) am variable slots in the model's definition. In this case and in all other model
definitions, we have attempted to instantiate the best data available regarding human

performance to guide model operation. However, in every case, we have made the

variables that define model function manipulable by the analyr to facilitate exploration

of alternative functionality.

The second type is a monitoring or search pattern. The saccadi~s in such a search

pattern typically last for 50 milliseconds and cover about 10 degrees. Again, there is a

200-millisecond paurve between movements. The effective radius of a fixation in this

scan is about 14 degrees from the center of fixation (Stark, Vossius & Young, 1962).

Visual scanning also is directed by the decision-making and problem-solving tasks of

the 3imulated operator. We have implemented the fo!Ilowing visual dynamics into the

simulation:

YisualAttcndane. When a "viewable" referent is named (heard or spoken), thought
about, or othervise entered into a human being's attention. he/she tends :o fixate the

referent immediately. This tendency is more er less independent of whether the person
seeks or requires information from the referent. However, when information-seeking or

interpretation is not involved, such fixations may be brief.

The simulated operator will look at the referent to which it is attending. For example,

when listening to a communication about a particular plane, the operator will shift its

gaze to that aircraft; when thinking about the need :o call a pilot about one thing or

another, the operator will fixate the image of the relevant aircraft; and when describing a

pairing to a pilot, the )perator will look at zhe image of the plane with which ;t is

communicating, the bogi about which it is communicating, and the planned intersection

point that it is communicating. These fixations will be coordinated with the verbal
mention of the refer-nts, thus constraining the speed of running the whole pattern

(Carpenter & Just, 1976; Cooper, 1974; Kahneman, 1973).

'When no relevant visual object is available for fixation (or when the referent is

available but displaying distracting characteristics), human viewers tend to direct their

visual gaze to some non-informative and thus non-interfering locus, such as some empty
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point in the air between them and the screen (or any other visible surface) as long as they

are concentrating on the related thought. When the simulated operator has nothing to do

and the screen has been relatively static, that operator will look at any new object that

appears on the screen or that is moving or blinking. This may also be a reasonable
heuristic for initiating operator attention to a developing scenario. In the simulation of
the operator's wind and memory, such observed objects will be registered so that when

the commander mentions them, they (and any other obvious or inferable characteristics)
will already be represented in location in the operator's mind.

Spatial Problem Solviyg. Eye movements provide insight into spatial problem-

solving and, moreover, tend to mediate the process. When the simulated operator is
thinking about interception points and optimal pairings, its eye movements should mimic
its tboughts. In our evaluation methodology, we have modelled behavior such that for
each pairing considered, the operator's gaze will fixate on the target aircraft, the candidate
Friendly, and the projected point of intersection between them. If the operator must
consider more than one pairing at a time to allocate Friendlies to bogies properly.
fixations on all such triads of locations will be included in the decision process. When
the operator has settled on a pairing or set of pairings, its (their) components should be
fixated again to reflect the decision and record the decision in memory.

When people view a moving object, they tend to compute the object's projected path
and to use it in any subsequent visual search for the object. The research literature does
not permit parametric estimates of the robustness of this ability across time or intervening
cognitive events. However, it can be expected to degrade in several different ways: (a)
The greater the elapsed time since the operator last attended to a moving object, the
greater will he the x-y-z e~ror in estimated location that results from imperfect estimates
of the object's velocit,,; (b) variance in estimated time since the operator last attended to a
moving object can o ly increase with the amount of dime that has elapsed; (c) the greater
the number of interve rng events since the operator last attended to an object, the more
difficult it will be for t.-- oi•ator to recall what he/she last knew about (Carpenter &
Just, 1976; Gould, 1976- Russo & Rosen, 1975).

In our system; if tus, s•zu•late-d oy•v~rator must return its gaze to a moving object (or
if it must reestablish its location after kiliing a jamnrx), it will generally begin its search
at the location where the objec: is projected to be, rather than at the location at which the
object was last attended. This projection is based on linear extrapolation, with fixed
positionl variance based on a Gaussian distribution
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Rule-Based Decision Models. The operator-objects make decisions about what

actions to take, generally guiding communication with each other or with the aircraft they

are controlling or assignment of Friendly assets to Enemy targets (pairing) based on rules

and algorithmic calculation of the value of a particular pairing. The rules are structured

as propositional statements that are peculiar to each operator's area of responsibility. An

example of such a rule packet is shown in Figure 17.

Rules:

WAO-CONFIRMED-ENEMY

"Rule: IF we see a confirmed-Enemy who is in Friendly territory
AND [we haven't seen it before OR when we saw it before it wasn't
a confirmed-Enemy] THEN ... IF alert-state isn't WAR then call for
VID, otherwise wait time x and check to make sure its paired."

If C2 Is In Friendly Territory And Buffer and
The newest value of Icon Type from Ac Object is not Jammer and
The newest value of Seen Killed? from Ac Object is not true

Then IF Ask Agent Mer Alert State is the same as At WAR THEN
Add activity Wao Check Pairing of Hostile Over Border within Wao Wait
Time Until Pairing Enemy ticks
ELSE Store the value Ac Object for Hostile over Border on Pending Vid
with a priority of High and
Add activity Wao See Hostile Cross Adiz At Peacetime within 0 ticks

WAO-CONFIRMED-ENEMY-PAIRING

"Rule. If we're at war we want to book&look at the pairings the
furthest into Friendly territory."

If The newest value of Alert State firom General is the same as At War and
Current Time - Ask Agent Mere Time Since Last Random Hook >
* WAO Ticks Between Random Hook and Look and
Paired Fighters and
Ac Object is one of Paired Fighters

Then Add activity Wio Low Level Hook Activity within 0 ticks with Ac
To Hook
First being
First of Paired Fighters
with Ac To Hook Second ,ineimt St&nd of Paired Fighters

Ejgur LL Examples of Decision Rules.
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The calculation of pairing values is provided as a linear-weighted combination of

several factors, as follows (Henry, 1989):

1. Time to Intercept

2. Distance of Intercept from Home CAP

3. Current Friendly Fighter Heading

4. Whether Friendly Fighter is Paired

5. Target Heading

6. Whether Target is Paired to Another Friendly Fighter

The rule-based decision model we have used is fairly stiff (i.e., not adaptable to

unanticipated changes in the air space situation.) It is also based on single-point

observatioits of the world; that is, patterns of Enemy action are not anticipated or

recognized. Further, this model assumes there is no uncertainty in the incoming data and

no ambiguity as to which rules to fire in response to these data. Clearly, the domain of
human decision-making, particularly uecision-making under stress, is critical to the

success of an expansion of this methodology to consider resource allocation and battle
management. However, the behaviors exhibited by the operator-objects in the MCE has

been examined by experts in the field and found to be adequate and representative.

Further, these behaviors are the subject of our ongoing verification and validation

effort. The details of this work are contained in the next section.
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V. CONCLUSIONS

This section on the conclusions reached during our work in the design, development,

and implementation of the C2 evaluation methodology is divided into three sections. The

first is a section on the work of the verification and validation stage of our contract. The

second is a lessons-learned review that includes both implementation and conceptual

issues in this type of modelling for evaluation purposes. The last section summarizes the

possibilities and the requirements for further research on modelling the complex

interaction among human/machine systems in the area of C2 evaluation.

Verification and Validation

The C2 evaluation methodology system provides an environment in which the impact

of automation on tactical C2 operations can be tested. In the provision of this capability,

several aspects of the C2 operational environment were modelled. Each of these elements

(i.e., human performance models, operational algorithms and rules, equipment

representation, and warfare area representation) needs to be verified and validated to

some level of acceptability. The level of verification and validation required is, of

necessity, an evolving process -- one of moving toward robust verification of human
model performance. Initial evaluation is needed, however, to ensure a firm basis for more

extensive testing. We feel that before going forward with extensive analysis of tactical
C2 and expanding this methodology into broader areas of C2 operation, a careful

evaluation of the efficacy of the modelling approach is required. Toward that end, BBN
and the Air Force Human Resources Laboratory have designed an aggressive and
extensive verification and validation plan.

In addition to an examination of initial face validity, validation and verification of the
C2 evaluation methodology can be divided into three areas: Operational Validation and
Verification (V&V), Automrtion and Rapid Prototyping V&V, and Human Performance
V&V. Within these areas there are three levels at which performance can be evaluated:

1. A high-level or procedural testing phase using identical and somewhat simple

scenarios (i.e., involving a single WAO and two WDs handling a small number of Enemy

sorties), as will be detailed in the following sections;
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2. A medium level of testing in which the requirements for the defensive strategy

are more complex and in which there is concern for the logistics of airbase resources and

aircraft turnaround time;

3. A detailed level of testing in which the human performance models of resource
management, decisior -making, and planning are examined in a complex air defense

scenario (Henry, 1989).

Facyealily

In terms of face validity, judgments were provided by experts in the areas of tactical
C2 operations and MCE training, throughout the contract development effort. (An
acknowledgment of these experts is provided in the Preface of this document.) The
feedback of experts throughout the development of the C2 evaluation methodology has
provided guidance that has enhanced the face validity of the final system. Similarly, the
rules of behavior that guide the simulated operators' behavior have been incrementally

examined and improved to enhance face validity. The conclusions of our expert judges
have been that the "look and feel" of the C2 evaluation system are sufficient to support
integration of human operators into the system, as discussed in the section of this
document describing the HIP operation. An excellent test of the face validity of the
modelled MCE performance will be provided in follow-on tests in which the human
operator interacts with the simulated operators and the simulated system in operational

tests.

Q_ tionalYaidity

A more rigorous test of the system's performance has in part been completed under
this contract. This was a test of the procedural and operational validity of the modelled
system and operators in simple simulations of an air defense scenario.

These tests were performed at BBN and at the USAF School of Aerospace Medicine

facility at Brooks Air Force Base, Texas. Basically, the tests called for the C2 evaluation
methodology, with the current operator models, to be tested against human operators

handling the same mission demands.

A regime of counter-air defense scenarios was run, and data on dependent operational
variables were collected. The scenarios were developed by the research staff and C2

subject-matter experts at AFHRL, Wright-Patti-rson Air Force Base, Ohio. The scenarios

involved three configurations of Enemy aircraft: (a) single pair of bogies, (b) dual pairs
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of bogies, and (c) a wave of four bogies. These configurations were run through six

attack patterns with increasing degrees of complexity -- from a straight-on attack, through

flanking and weaving, to a column pattern with a turn to CAP. A full description of the

scenarios and the coordinates for their operation is available in Appendix B, "V & V

Data." The operational variables that were collected for the AIRT response to attack were

as follows:

1. Total number of hostile tracks killed.

2. Duration of hostile flight prior to kill.

3. Distance hostile travelled until kill.

4. Perpendicular of hostile distance north of the ADIZ at kill.

5. Total of hostiles killed outside the ADIZ.

6. Total number of Friendly fighters used.

7. Frequency/duration of communications among elements.

The data for these tests are available in Appendix B.

The C2 evaluation system in the AIRT mode of operation, as described previously, is

a deterministic system in terms of the models and rules that guide behavior. This allowed

us to run the system through the scenarios and collect the data in a single pass. The

human operators' performance on the other hand, as should be expected, is characterized

by some variance; therefore, statistical procedures must be applied to these data for

comparison to the AIRT process. USAF AFHRL is currently performing that statistical

reduction on their data. Therefore, as of publication, we are unable to provide any

conclusions as to the outcome of the study.

LessQnLeLned

There have been a number of observations and insights gained from the experience of

the C2 evaluation methodology development. These fall into two categories: system

development lessons and human performance modelling lessons.
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xSay~stnMLessons

One observation is that the modular nature of the object-oriented coding process

played an essential part in the successful development of system representation. Thle

modularity of the code allowed us to develop the various evaluation system components

in parallel. For instance, the represntation of the rules of operator behavior could

proceed at the same time as the representation of the physical devices of the MCE. This

modular development allowed us to take advantage of subject-matter expertise as it

became available rather than adhering to a sequential system development.

Second, the system was developed through a layered architecture that attempts to

isolate specific implementation of the MCE from system elements of a more general

nature such as the rules and models for human performance. This allowed us to respond

to system upgrades in terms of the MCE functionality without having to reimplement the

human performance models.

Third, the transition from a fully automated and model-based implementation of the

AIRT system to the HIP implementation has both positive and negative lessons-learned.

On the positive side, the modular interface between the interface management systems in

AIRT and the human performance models that use those interfaces has expedited the

inclusion of actual human performance into that anqlysis system. The late decision to

attempt to include human performance has caused some reconsideration of the infra-

structure of the AIRT system. For instance, there is no formal way to pass such

information as ROEs out to a human operator. Also, there is no self-reflection process

whereby the modelled operators can communicate their world view to the human

operator. Such information is critical to successful team operation. For example, such a

simple output as "No, I don't see him" in response to a query is not supported in the

current versions of AIRT.

In the future, designers of the evaluation system should explicitly consider wldt

information in the system is needed for full communication with the world and which is

legitimately within the system and can be passed "under the table" in the LISP code. This

will be especially important in the expansion of the analysis system into battle

management operations.

Human Performance Modelling Lessons Learned

Our experience with providing an integrated structure for the interplay of human

performance models has been an illuminating one. We believe that we have provided a

67



unique environment for model interaction, as we have discussed in an earlier section on

human modelling. However, there are some significant developments needed in human
performance modelling to support the evaluation system's further development and
validation. We will discuss areas where models are inadequate, or are entirely missing, to

support the analysis.

ommunications. We believe that there are serious limitations in the current model

of human communication. The model assumes several unlikely conditions to be true.

First, it assumes all communications to be of the same length. Second, the mechanism for
interruption assumes that once the message has begun to be delivered, it will continue to

be delivered without interruption. Third, the bandwidth limitation of a message being
heard or not (i.e., depending on how many other channels are being monitored at the

same time) is artificial. We feel that this model can be readily improved through

consideration of the type of information being passed and a better model of bandwidth

limitations.

Resour Limitatios. The current resource model is static and based on subjective
opinion as to the task difficulty according to visual, auditory, cognitive, and psychomotor

loads. This approach is an adequate place-holder for an important phenomenon.
However, given the limited sources of estimation for the subjective load, and the static

nature of their use (i.e., loads do not interact across modalities, nor do they change over
tdme), we feel this representation is inadequate. There have been some advancements

since this work was initiated and some models of task load as a dynamic phenomenon are
being developed. These models should be investigated as to their applicability in our

dompin.

Decision-Making Limitations. The human operator decision system is contained in a set

of nrles and algorithms that relate the state of the world and the state of the operator's

knowledge about that world to the activation of behavior. This is a reasonable structure

and we have recently implemented a rule browser to make this structure visible to the
analyst. The deficiency, as we see it, is that the basis of application of the rules is too
limited. Currently, the system makes decisions on the basis of a single event or a single

message. To capture the complexity of upper echelon tactical behavior, that single-event
basis for decision will need to he expanded to include patterns of behavior, the

accumulation of evidence, and a decision-weighting scheme (e.g., evidential reasoning,
multi-attribute decision-making, or weighted rule applications).
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o We believe we have a uniquely developed capability to expand and

improve models of human memory in high information load conditions. Using the

taxonomic structure of world representation, we can implement selective short- and long-

term memory strategies. The structure to investigate such phenomena as attention-

narrowing under stress or short-term memory overload is available. We will need to

expand this work to identify the methods for memory manipulation to exploit its utility.

Fut=r Research

The required work for future developments in the C2 evaluation methodology should

consist of implementation developments and model developments.

In implementation, we feel the next important step is to make the code and the system

more portable. To do this we suggest moving the code from its current FLAVORS

implementation to the Common LISP Operating System (CLOS). To make the window

system equally portable, we suggest moving the window system to the Common LISP

Interface Manager (CLIM). Further, we feel that the system can be easily expanded to
interface with real USAF C2 equipment and software, or be used to investigate the impact

of GCI in the network wargaming environment.

In terms of model development, the inadequacies of the current model

implementation should be addiessed by expanding the current models and/or developing

new models for the C2 evaluation environment. This model development should include

the rigorous "low-level" verification and validation effort previously described. Probably

the greatest impact on C2 system analysis wii, orome from the development of improved

situation-based models of decision-raking and from implementation of the improved

memory models. The development of resource ard communications models is also of

obvious benefit, but they cn tstitute fewer of the operations undertaken at upper echelons.
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VIL GLOSSARY

ADIZ Air Defense Intercept Zone
AFHRL Air Force Human Resources Laboratory
Al Air Interdiction
AIRT Automation Impacts Research Testbed
AOR Area of Responsibility
ASO Air Surveillance Officer
ASOC Air Support Operations Center
ATO Air Tasking Order

BAI Battlefield Air Interdiction
BBN Bolt Beranek & Newiaui
PRA-LAS Behavior Representation and Human Modelling Systems

CAP Combat Air Patrol
CAS Close Air Support
CDIS Control Display Interface System
CLIM Common LISP Interface Manager
CLOS Common LISP Operating
CRC Control and Revc:ting Center
CRP Control and Reporting Post

DCA Defensive Counter Ahr

FACP Forward Air Coaltrol Post
FEBA Forward Edge Battle Area
FIFO First-in-First out

GACC Ground Attack Control Capability
GCI Ground Controlled Intercept
GPSS General Purpose Simulation System

FLAVORS The Symbolics LISP Machines Object-Oriented System

HIP Human-In-Process
HOS Human Operator Simulator

ID Identification
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LISP Programming Language that Uses List Structures

MCE Modular Control Equipment
MEZ Missile Engagement Zones

OCA Offensive Counter Air

0CM Operation Control Modulet
OcU

RDGU Radar Display Graphics Unit
ROE Rules of Engagement
RTB Return to Base

SD Senior Director
SS Surveillance Super isor
SSO Search Scope Operators
SLAM H Simulation Langue ge for Alternative Modelling

TACC Tactical Air Control Center
TACS Tactical Air Coritrol System

USAF United States Air Force

V & V Validation & Verification
VACP Visual, Auditory, Cognitive, and Psychomotor
VCAU Voice Communictitions Auxiliary Unit

WAO Weapons Assignment Officer
WD Weapons Directo;
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VIII. APPENDIX

APPENDIX A: SYSTEM UTILITIES

* LUDD MISCELLANY: LUDD also contains a number of other commonly used

packages and features. The COMMANDER package allows the simple specification of a

top-level, keyboand-character and mouse-driven command-loop for the system. For

instance, in the HIP system there are two separate such loops. When the analyst's view

configuration is displayed, keyboard input is being handled by a COMMANDER loop

that handles top-level, system-like commands. When the human-in-the-loop

configuration is being shown, a separate COMMANDER loop is in place that handles

commands appropriate to that state,

The DATADIR system allows the definition of easy-to-maintain directories of dat,

files that can be assigned to a given applications system.

The SYSLOAD package is a Common LISP -ompatible software system

specification and manipulation tool (i.e., analogcus to the Symbolics Defsystem or the

UNIX MAKE systems).

The ACT package supplies the basic, underlying structure that supports the activities

(and their inference engine and simulation) on which the human models are based. *

* WIREUP-CHILDREN: In this pass, each object is responsible for first creating its

children objects and then passing to each of them in turn a WIREUP-CHILDREN

message so that they will, in turn, crate their children.

*WIREUP-SIBS: In this pass, each object is responsible for gaining the pointers that

it needs to any system objects to which it is connected in a non-tree-like manner;, that is,

to any objects which are not its direct parent- or child-object(s). The present object can

gain these new objects either by being passed such objects as arguments to this message

or by "reaching back up/down the tree" and sending its parent/child an appropriate
message (i.e., whatever is most approprif, e for its and/or the system's needs). Once it has

connected itself to its own sibling objects, the object then passs the message on to its

own children objects.

* WIREUP-FLNAL: This pass is used in those cases in which it is not possible to

achieve all necessary connections in the above two passes. It is typically not needed.
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* INiTIALXZE: In this pass the object is responsible for initializing its state (and its

c.hilen's) io run the system.

To support the creation of the various system objects, a GET-<NAME> function is

defined (using the DEFGETTER form). For example, associated with the HIP-MASTER

is a GET-HIP-MASTER function. The GET-<NAME> function is responsible for two

things.

First, if the object has already been created (i.e., the GET..<NAME> function has

been called previously), the GET-<NAME> function simply returns the object.

On the other hand, if this is a regular (i.e., non-master) object and the object has NOT

been create, the function creates the object, sends it a "WIREUP- CFHLDREN" message

(thereby creating all its children-objects), and then returns the object.

If the object is a MASTER-object and it has been created, calling the function simply

returns the object. If the object has not been created, this function behaves slightly

differently. Besides creating the object !nd sending it the WIREUP-CHILDREN

message, it also sends the object the other creation and, initialization messages above.

Note that this means if the system has not yet been created, calling the GET-<NAME>

function --',t'm's W4'.XTER ebject (e.g., the GET-HiP-MASTER function) will
cause th& t,.S. object to be returned with the complete system and all of its

component objects in place and initialized.
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NW. OF OnSMETS DOME: 3
Data roer Killed Tracks, at time of Kill:
Total Time Traveled Tota, DistanCo Traveled Dimtancts Aove ADIZ

212.00sea 023.56NM 040.02N04
153. SO11a 016.12NM 035.64N4

Comunication-data

CREIMKMA: SD (TOTAL IUWMM COMMUNS 3)
TO: TACC DURATZON: 10 TICKS

TO: TACC DURATION: 10 TICKS
TO: WAO DNATIO%: 10 TICKS

::PZlEJER: WAO (TOTAL NU)MMR COE4MNS 16)
T0: SD DURATION: 10 TICKS

7O: WD0 CURATION: 10 TICKS
7'0: WD2 DURATION: 10 TICKS

70: WD2 DURATION: 10 TICKS
.0: AIR•AUE-00079 DURATION: 10 TICKS

TO: AIRJBAS-00079 DURATION: 10 TZCKS
TO: AIRBSAZ-00079 DURATION: 10 TICKS
,0: AIRMASE-00079 DURATION: 10 rcIKS
TO: 7D2 DURATION: 10 TICKS

TO: W02 DURATION: 10 TICKS
TO: WD2 DUMATION: 10 TICKS
TO!: WD2 DURATION: 10 TICKS
T0: ND2 DURATION: 10 TICKS
TO: WD2 CURATION: 10 TICKS
To: 0002 DURATION: 10 TICKS
TO: M02 DURATION: 10 TICKS

CKZIOWI XKR: 1D2 (TOTAL MUMMER COk4MUNS 10)

TO: AC-00070 DUNATIOS: 10 TICKS
TO: AC-00078 DURATION: 10 TICKS
TO: AC-00077 DURATION. 10 TICKS

TO: AC-00079 DURATION; 10 TICKS
TO: AC-00077 DURATION, 10 TICKS
TO: AC-00077 DUVATION: 10 TICKS
TO: AC-00070 DUOLTION: 10 TICKS

TO: LC-00077 DURATION: 10 TICKS

TO: AC-00070 DURATION: 10 TICKS
TO: AC-00071 DURATION: 10 TICKS
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DYZIOT Ih: ommagMo-,-.tB ea

IO0MLS I IZLZ[D 091NIM OCr ADXSz 0

1T3XOlr IMMa 1. 7

mvý or NCW MWAM01 UCIEL 1 01 .Mlllt Oe"orll GFVM@ 000 0

Data For Killed Tracks, at, time of KillI
Total Time Traveled Total Distauce Traveled Distance Above A zE

114.509e4 014.36M 044.40M
139S.50a 017.448 057.2911t
234.3S0"a 027. as= 049. 89M

21.008.Oi 023. • 9 051. eSw
ComanmLoation-dats

CfgVWt11 kt SD (TOTAL UUI CCOUINS 3)

TOt TACC DV.ATZOW: 10 TICKS
T~s TACO DOMtAZONs 10 TICKS
TOt ISO DURATZOII: 10 TICKS

CMXNNMNir WX0 (TOTAL M.wn CU4MMUU 14)
TOt SD DURATIONs 10 TICKS
TOt WD). DOUATIONt 10 TICKS
TO: WD10 DURATION: 10 TICKS

TO: AIRLOZ-00O01 DURATION: 10 TICKS
TO: AIRAASZ-00101 DURATION: 10 TICKS
TO: WD. DURATION: 10 TICKS
TO: WD1 DURATION: 10 TICKS
TO: WD1 D7RATZON: 10 TICKS
TO: AIPJSMZ-0010l DURATION: 10 TICKS
TO: AIRASE-001O1 DURATION: 10 TICKS

TO: WD0 DURATION: 10 TICKS
TO: 10I DURATION: 10 TICKS

TO: WD0 DURATION: 10 TICKS
TO: 1101 DURATION: 10 TICKS
TO: WD1 ICURATION: 10 TICKS
TO: 101 DURATION: 10 TICKS

SSCZlE: W101 (TOTAL NUNWZR COMOUNS 13)
TO: AC-00100 DURATION: 10 TICKS
TO: AC-00099 DURATION: 10 TICKS
TO: AC-00100 DURATION: 10 TZCKS
TO: AC-00099 DURATION: 10 TICKS

TO: AC-00099 DURATION: 10 TICKS
TO: AC-00099 DURATION: 10 TICKS

TO: AC-00099 DURATION: 10 TICKS
TO: XC-00099 DURATION: 10 TICKS
TO: AC-00099 DURATION: 10 TICKS
TO: AC-00100 DURATION: 10 TICKS

TO: AC-00099 DURATION: 10 TICKS
TO: AC-0O000 DURATION. 10 TICKS
TO: AC-00099 DURATION: 10 TICXS

EVENT NAME: "scenario-l-ovent-3b"
HOSTILE TRACKS KILLED: 4

.HOSTILE TRACKS KILLED OUTSIDE or ADIZ: 0
FRIENDLY FIGNTZRJ USED: S

NUMBER OF SCALE EXPANSZION CIEAXGESi 0
NUNBM Or OFFSETS DONE : 0

Data For Killed Tarcka, at time of Kill:
Total Time Traveled Total Distance Traveled Distance Above KD0Z

115.0050c 014.37NN 045.99g0
123.50,.oc 115.44NM 053.02NM
294.O0S6C 0"35.18NU 075.95M0
234.5OSoc 02'?.6S$l 049.29M6

Comunication-data
CPUCWUNEIR SO (TOTAL NUMER COM10WS 3)

TO: TACC DURATION: 10 TICKS

TO: T&CC DURATIO: i.0 TICKS
TO: Who DORATIOi: 10 TICKS

CR'ZWMUE : WAO (TOTAL UMIWR CC41UNb 21)

TO: SO DURATION: 10 TICKS

TO: AIRXAUS-00115 DURATION: 10 TICKS
TO: AIZ*E.-00115 DURATION: 10 TICKS
TO, V10 DURA•TION 10 TICKS
TO: 11D2 DURATION: 10 TICKS

TO: AIMRASE-00115 DURATIOIO: 10 TICKS
TO: 1D2 DURATION: 10 TIC"K
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tO: Ain-0,119 D~gIUPJX : 10 TICKS
TOr A S-ot•O1., DWLMOU 10 TICKS
to. lIDS DIOU.•Pt 10 t'ZS

TO IUD2 DUR=*: 10 S

'L~~~~t~ A .1 :lt B - ~ l D U TA J• Ol l t 0 SC
TOa 1112 DUIIIMJONII• TI"CXS

Tto :a ninm 1 10 m
Too, U02 otmax : to 22oM
TO, AIDNUStE0011l: DU1AtIO: 10 TICKS
Tot AIXR DABU0115 DQUOUs O0 TICKS
TO: WD2 DURAtION: 10 TICKS
TO, UPS DURAtION: 1o tICKS
TOo UD2 DURATIZON 10 TICKS

TOt WD2 DMATION:x 10 TICKS
Tot W-2 DURAtOM 1: 10 T TCKS
Tot J-S DUDLTONi 10 TICKS

CKZUoteMm UP DtOTAL NUMBER CTMMB 17)
TOt AC-00GL1 DQUATIZON 10 TICKS
TOo AC-00110 DURATION: 10 TICKS
TOt AC-GOO1X DURATION: 10 TICKS
TOM AC-00111 DURATZOIN: 10 TICKS
TO AC-00110 DURATZON: 10 TICKS
TOt AC-00110 DURATI•O: 10 TICKS
TO: AC-00110 DURATION: 10 TICKS
TOt AC-001O DURATION: 10 TICKS
TO: AC-00110 DURAtION: 10 TICKS
TO: AC-00121 DURATION: 10 TICKS
TO: AC-00111 DURATION: 10 TICKS
TO: JC-00121 DURATION: 10 TICKS
Tot AC-0011.1 DURAtION: 10 TICKS

TO: AC-00111 DURATION: 10 TICKS
TO: AC-00111 DURATION: 10 TICKS
TO: AC-00111 DURATION: 10 TICKS
Tot AC-00111 DURATION: 10 TICKS

EVENT NX:t "moonarioo2-svent.-l"
HOSTILE TRACKS KILLED: 1

HOSTILE TRACKS KILLED OUTSIDE Or ADMZZ 0
RIXWDLY VGETElRS USED: 6

NUum o0r SCALE EpANuION CexNSES: 0
4UIR Or OFIUT8 DONE: 0

Data ror Killed Tracks, at timm of Kill:
Total Tim Traveled Total Distance Traveled Distanoe Above ADIZ

145.G0S1e 016.13%w 053.11M4

Commnicat±.on-dta
CREWNMMME: SD (TOTAL NUMBE COIUUNS 31

TO: TACC DURATION: 10 TICKS
T"O: TACC DURATIONt 10 TICKS

TO: NAO DURATION: 10 TICKS

CREZ•H)ER: WAo (TOTAL NUWMZR CON•EC1S 12)
TO: SD DURATION: 10 TICKS
TOt WDI DURATION: 10 TICKS
TO: OW2 DURATION: 10 RMCKS
TO: WDi DURATION: 10 TICKS

TO: AIRAAS&-00130 DURATION: 10 TICKS
TO: AIRJUAE-00130 DURATION: 10 TICKS
TO: WD1 DURATION: 10 TICKS

TO: WDI DURATZON: 10 TICKS
TC: WDI DURATION: 10 TICKS
TO: WD1 DURATION: 10 TICKS
TO: WD1 DUR&TION: 10 TICKS
TO: W01 DURATZONs 10 TICKS

CRPZUUIM j WD1 (TOTAL NOW= COMMUNS 6)
T"ot AC-00129 D•UXATZOW? 10 TICKS
TO: AO-OOI2U DURATION: 10 TICIKS
Tot AC-00124 DURATION: 10 TICKS
TO: AC-00128 DURATION: 10 TICKS
"TO: AC-001 6 D&URTZOMN 10 TICKS
TO: AC-00124 DUFATtOM: 10 TICKS
TO: AC-0022 DURATION: 10 TICKS
TOt AC-00126 DURtLTZON: 10 TICKS
TO: AC-00128 DURAtZOM: 10 TICKS

in t NAM: soa•rio- l-evmott-•b"
UOtZIZ tRACKS KILLED: 1
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1OATILU TRACKXS KJU OZ1UR" OS ADIS. 0

INMOM or BONS I InzXOw C111a=3s 0
orff awirlls r,' 1 0

Data Fot Killed Tracks, at tim-. of Kill.
Total Timm Traveled Total Distance Traveled Diatano. Abov* ADIS

145.0OS" 01S.13WM 033. eIm

Comimn•loation-data

CPZSEUISER: SO (TO(aL UNNZ COU4UN 3)

TO: TA OqPAZO 10 TICKS
TO: TACC DUTEZOW: 10 TIC"S

To: MiAO DoATZOWi 10 TICKS
CVZWMIinR: 0o MTOTAL KMCR COMEONS 12)

TOt SD DA•ImO.s 10 TICKS

TOr WOL DURATIOV: 10 TICKS
TO: ND2 DURATION: 10 TICKS

TO. WD2 DUSATIOW: 10 TICKS
TO: AMRSUR-001S4 DURATION: 10 TICKS
TO: AIRRASK-001 4 DURATION: 10 TICK"

TO: WD2 DURATXO~s 10 TICKS
TO: WD2 DURATIOMs 10 TICKS
TO: WD2 DURATION: 10 TICKS
TOt WD2 DURATION: 10 TICKS
TO: WD2 DURATION: 10 TICKS

TO: WD2 DURATION: 10 TICKS

CRZEUEMSKR: WD2 (TOTAL NMBER COMOMUNS 4)
TO: AC-00149 DURATION: 10 TICKS

TO: AC-00149 DURATION: 10 TICKS

TOt AC-00149 DURATXON: 10 TICKS

TO: AC-00149 DURATION: 3.0 TICKS

EVENT HAM;: "soenario-2-event-2a"
HOSTILE TRACKS KILLED: 2

HOSTILE TRACKS KILLED OUTSIDE OF ADIZ" 0

FRIENDLT FIGHTERS USED: 5
NUMBER OF SCALE EXPANSION CHANGES: 0

wumW or OFFSETS DONE: 0

Data ror Killed Tracka, at time of Kill:

Total Time Traveled Total Distance Traveled Distance Above ADIS
094.O0Sea 011.75MM 053.26MM

142.00Sac 017.75MM 036.20=(

Commniat ion-data
CRZ MBEZR: SD (TOTAL MUMSZX COMMNUS 3)

TO: TACC DURATION: 10 TICKS
TO: TACC DURATION: 10 TICKS

TO: WAO DURATION: 10 TICKS

:REMHESBER: WAO (TOTAL ldINSRt COMMUNS 8)
70: S0 DURATION: 10 TICKS
TO: WDI DORATION: 10 TICKS
TO: WD2 DURATION: 10 TICKS

TO: AIRBASE-00171 DURATION: 10 TICKS
70: AIRAAZE-00171 DURATION: 10 TICKS
TO: WDI DURATION: 10 TICKS

TO: 01D DURATION: 10 TICKS
TO: WDI DURATION: 20 TICKS

CRENKLM3EA: WDI (TOTAL NUMBER COCMUNUS 9)
TC1 AC-00166 DURATION: 10 TXCS

"O: AC-00166 DURATION: 10 TICKS

TO: AC-00167 DURATIONi 10 TICKS

TO: AC-u0166 DURATION: 10 TICKS
TO: AC-00167 DURATION: 10 TICKS

TO: AC-00167 DORATION: 10 TICKS
TO: AC-00167 OURATIOM: 10 TICKS

TO: AC-00166 DURATION: 10 TICKS

,0, AC-00146 DURATION: 10 TICKS

EVENT NAME 'oenezo-2-veat- b'b
"HOSTILE TRAKS ALLED: 2

HOSTILz TRACKS R7LLIE OUTSIDE or ADIS: 0
IN.IWDLT VI~g.zs USED: 5

NIINMER Or ¶TCALS W4ImAx 'M LEAMM2 0
NUME OrSE 0 -'I 2Ta 0O708: 0
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nata roe f•l2ei Tr2af, at tim of Mills
T.4 v*im tiai 9ota s teafme TraveG)d Difttna.GS AboV. ADZE

O" 80211111110610.341m; 052.3204
Id40. 50111 017.354m 03Y. s01w

coemmsmaloalow-•sa"

C ý S (M t W (OM in i COMMSI 3)
TO$ T D"m U o u 10 VICE&
10: !EAC 03U14110tl 10 1183
TOg CA0 D0UVOWa 10

I (MTOTAt. CUIMUMI 8)
10. 80D 03182106B: 1.0 13
Tog SoL O82ITZ0U 10 TICKS
T0# up& ommmum06 10 TICKS

10s AXPJB3-00161 00841106,s 10 TICKS

Tog AIRMAS-0O131 DUWATXONs 10 TIC93
10: 602 DURATION 1 10 TICKS
TO: 602 DURATION: 10 TICKS
TOs 602 DURA!IOU: 10 TICKS

C 33m~gdWa 302 (TOTAL NONfE= CCaueuu 7)

Tot AC-00i17 DURATION: 10 TICKS
TO: AC-00180 DD• UTO: 1.) TICKS
TOt AC-00100 O •ATIONz 10 TICKS

TO: AC-0017 DURATION: 10 TICKS

TO: AC-00100 DURATION: 10 TICKS
TOt AC-00179 DURATION: 10 TICKS

TOt AC-00179 DURATION: 10 TIMCK

EVERT KAMT: "cenarios-2-event-3a"
HOSTILE TRACKS KILLED: 4

HOSTILE TRACKS KILIDO OUTSIOZ OF ADX,: 0
FRIENDLY r'('TZRE USED: 6

NUNBER OF SCAE W*MIANaON CRANGES: 0
Nina or OFFSETS DONEi 0

Data For Killed Tracks•, at time of Kill:
Total Time Traveled Total Di.tane• s Traveled Distance Above ADIZ

1O5.00See 012.40N14 038.30MM
151.00hoc 017.636)4 049.371NN
25.50Seoc 030.52NM 064.617)0
2i1.00oSe 033.1714M 070.06K04

Coinmmmication-data
CR1XU)IURi SO (TOTAL wum COIGKUB 3)

TO: TACC DURATION: 10 TICKSJ
TO; TACC DURATION: 10 TICKS
TO: WAO DURATION: 10 TICKS

1.'PZtWMMXEER: MAD (TOTAL MUMMR C0104NS 131
TO: SD DURATION; 10 TICKS
TO: AIJALSE-00191 DURAT.ON: 10 TICKS
TO: AIR11ASZ-00191 DURATION: 10 TICKS
TO;: WD DURATION: 10 TICKS

TO; WD2 DURATION: 10 TICKS
TO: AIRB"SE-00191 DURATION: 10 TICKS
TO; WrX DURATION: 10 TICKS
TO: A.LP.•.E-00191 DURATION: 10 TICKS
TO: AIRRASE-00191 DURATION: 10 TICKS
TO: WDI DURATION: 10 TICKS
TO: D1D DURATION: 10 TICKS
TO; WDN DURATION: 10 TICKS
TO: WDl DURATION: 10 TICKS

CRENWEIER: WDV (TOTAL NMUMM CCo4uNS 14)
TO: AC-00lS6 DURATION: 10 TICKS
TO: AC-00186 DURATION: 10 TICKS

TO: AC-00187 DURATXOI: 10 TICKS
TO: AC-0018I DORATION, 10 TICKS
TO: AC-001i7 DURATION1 10 TICKS
TO: AC-0014S DURATION: 10 TICKS
TO: AC-00147 DURATION: 10 TXCKS
TO: AC-00187 DURATION: 10 TICKS
TOt AC-0016S DURATION: 10 TICKS
TOt AC-001S7 DURTION: 10 TICKS

TO: AC-O0104 DURATION: 10 TICKS
TO: AC-00186 DURATION: 10 TICKS
TOt AC-00107 DURATION! 10 TICKS
TO: AC-00187 DURATION: 10 TICKS
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ZVOI iniin "snaelo-2-avent-3*b
ROW=za TMOCKS aUM 4

VOS.IL IRA1 uacxa A OWUIMM O ADI £13 0
13xpow" ninaMM wa:

W3m Or ScMU inAlwuT COM8 a 0
1~ or GWATS DO=: 0

Data row Killed Tracks, at tins of KIll:
Total Tim Traveled Total Distanae Traveled Distance Above AnTS

336,008.8 039.47YU* 043.20W

133. 508*0 013. 783 043. 1Me
@09.00500 011.37MM2 036. elm
232. 308.o 027.45142 056.41M4

Cosamniation-data
CIUMONR a SID ISTMUMA 313wM C06SMS1 3)

Tot TACC DUR*2IOUS: 10 TICKS

TO: TACC DUSWfIOU: 10 TICKS
TO: 1MO DUMATTOM: ±0 TICKS

CHZUUMOZ: MAO (TOTAL NUNNXR COMO4VS III
TO: SD DURATXON: 10 TICKS

To: USD1 OUUSATION 10 TICKS

T.O USD2 DURATION: 10 TICKS

TO: A133ABS-00204 DURATION: 10 TICKS

TO: AZPJLLSE-00204 DURATION: 10 TICAS

TOt USD2 MUR&TTOUS' 20 TICKS

TO: USD2 DURATION: 10 TICKS

TO: USD2 DURATION: 10 TICKS

TO: AIRSAMB-00204 DURATION: 10 TICKS

TO: USD2 DONATION: 10 TICKS

TO, USD2 DUVATION: 10 TICKS

CPREIUIUE z USD2 (TOT.L NDUMER C0104U11 15)
TO: AC-00202 DURATION: lLI TICKS

TO: AC-00203 DURATION: 10 TICX3

TO: AC-0OkO3 DURATION : 10 TICKS3
2.0: AC-00202 DUPATION: 10 TICXS

TO: AC-00203 DURATION: 10 TICIKS

TO: AC-00202 DUgATI01G: 10 TICKS

TO: AC-00203 DURATION:1 10 TICKS

T0: AC-00203 DLW.TION: 10 TICKS
TO: AC-00209 DORATION: 10 TICKS

T.'i AC-00209 DURATION: 10 TICKS

TO: 4%C-00202 DURATION: 10 TIC=5

TOt AC-00209 DURATION ý 10 TICKS
TO: &C-0u202 DOOATICV! 10 TICKS

TO AC-00209 DURATION: 10 TICKS

TO: AC*00202 DURATZON: 10 TICKS

-VENT 4l&NK: "scevnario-3-*vent-lb"
HOSTILE TRACKS KILLED: I

HOSTILE TRACKS KiLLED ou,,sIDz or AJDXZ: 0

"KZENCLY FIQHTERS USED! 8
IMIMME Oir SCALE EJMAMSXON CHANGES: 0

NOWWR or OrTSETS DONEz 0

Data For Killed Tracks, at time of Kill:

TotAi Time Traveled Total Distance Traveled Distance Above ADIZ

254.505ac 030.05NN2 057.23106
2'2.SOSec 032.17N42 072.61elm

133. 50J,'c 016.12NM1 15S3.99MS
112.5SO~fc 013.28UM1 034. 626m

7onmujntct ion-data

CRZEWKEMER: SO (TOTAL NfUMBER CO36UNS 3)
TO: TACC DURATION: 10 TICKS

TO: TACC DURATION: 10 TICKS

TO: 410 DUVATION: 10 TICKS
CIEUM)WUEX WAO (TOTAAL NUiMM" COMMO 14 p

TO: SD DURATXOM: 10 TXCXS
TO: A.1RSAS100217 DURATION: 10 TICKS
TO: AIRMfASIE -0217 DURATION: 10 TICKXS

TO: USD1 DURATION: 10 TICKS
TO: SD;, OUXATIOW: 10 TIC"S
TO: AIRBSJE-00217 DURATION: 10 TICKS
TO: USD2 DURATION: I0 TICKS

TO: AIX.AMAZ-00217 DURATION:1 10 TICKS

TO: WD2 DURATION: 10 TICKS

TO: USD2 DURATION: 10 TICKS
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TO: MD2 DAhZIC: 10 TICKS

TO: "02 DGMLACIO 10 TICKS
To, =Ra V0A3103 10 TICKS
To: W02 OWA2IONh 10 TICKS
CKSý i W (TOULI wmaua CCIwSM 11)
TO# AC-00213 DUPS2IOU: 10 TICKS

To, AC-00214 DUPAAS0NS 10 TICKS

Tot Ac-00215 DUROfZOM: 10 TICKS

To. soc-00210 DURMO1CM 10 TICKmS
To: A0-00210 DURLTION: 10 TICUS
TO: AC-00210 DWURATOE: 10 TICKS

TOt AC-0021S DURATION: 10 TICKS
To: 50-00216 DURATION: 10 TICKS

TO: I A-00215 OURATZOM: 10 TICKS
Tog AC-00216 DVURTION: 10 TICKS
Tog AC-00214 DUPRATION: 10 TICKSi

EVHST MASS: "*oeoerio-3-gev~nt-3ag
BOBTIL19 TRACKS KILLZD: 4

HOSTILE TRACKS KILLED OUTSIDE or ADiz: 0
FRZNDLY FIOSTERS USED: S

NU~UM OF SCALE ZXPANSI0N CHASMES: 0
MUM=E Or )rFSZTS DOPEt 0

Data For Killed Tracks, at time of Kill:
Total Time Traveled Total Distance Traveled Distance Above A.011

220.5060C 026.98mm 030.4311W
202.004ea 023.11SUN 053. 1614
131.00800 02.7.03MM 053.34)04
090.50110C 011.73MM 031.47MM

comommication-daota

cumINEWU: SD (TOTAL NUNNW CoXewuS 3)
TO: TA0C DURATION: 10 TICKS
TO: TACC DURATION: 10 TICKS
TO: MWO DURATION: 10 TICKS

C lOSMERS 10AO (TOTAL NUN= CO04UN8 22)
TO: SD DURATION: 10 TICKS
TO: VDl DURATION: 10 TICKS

TO: MD2 DURATION: 10 TICKS
TO: A.URAASE-00232 DURATION: 10 TICKS
TO: A33UWZS-00232 DURATION: 10 TICKS
To: AXRUA&-00232 MVIATION:i 10 TICKS
TO: AIPJNW5300232 DURATION: 10 TICKS
TO: WD1 VURATION- 10 TICKS

TO: MD2 DURATION:1 10 TICKS
TO: MD2 DURATION: 10 TICKb
TO: ND2 DURATION: 10 TICKS
T0: MO2 DURATION: 10 TICKS
TO: MDX DURATIONz 10 TICKS

Tot WDX DURATION:1 10 TICKS
T0: A.IR*AS3-00232 DURATION: 10 TICKS
TO: AIR*ASK-00232 DURATION: 10 TICKS

T0: MDX DURATION: 10 TICKS
TO: MDX DURATION: 10 TICKS
TO: MDX DURATION: 10 TICKS
TO, MDX DURATION: L0 TICKS
TO: MDX DURATION: 10 TICKS
TO: MDL DURATION: 10 TICKS

CRKMDB3SSRi NO& (TOTA MNoma COU4UMS 12)

To: AC-00227 DURATION: 10 TICKS
To: AC-00227 DURATION: 10 TICKS
TO: 5.0-00220 DURATION: 10 TICKS

To: AC-00227 PURATION: 10 TICKS
To: AC-00226 DURT2ON: 10 TXICKS
To: AC-00227 DURATION: 10 TICKS
TO: AC-00227 DURATIOM: 10 TICKS
TO: 5C-00227 DOURLION:1 10 TICKS
rtO AC-00228 DRATION:1 10 TICKS

TO: AC-00224 DUNAVION: 10 TICKS
To: 5C-00227 DURATION: 10 TICKS
ltO 50-00231 DURATXION 10 TICKS

CyMM03aU: ND2 (TOTA Nin COPW=US 2)
To: ILC-00221 DURATION: 10 TICKS

To: AC-00231 DURATION: 10 TICKS
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MONTXIZ TVAS WJSU 00181M Or ADIS1 0
FRn LT ragl"A UMSb s

gUM or S•Z ZInMZOW C S a 0
N Or OFV1 TS 003: t 0

Data For Ki.aed Tracks, at timm of Kill:
Total Tlam Trav,,ed Total Di•tance Traveled Distance Above ADIS

122. 008a 014.40EM 053.414M
Li.S0.3ec 014.1lNM 048. 63M

Conmomilation-dat-t

ClMNi SD (TOTAL MUSK COMMONS 3)
TOt ThCC DO1AR'ON 10 TICKS

MO: TAC DURATION: 10 TICKS
Tot NWO DRTIXOV:t 10 TICKS

CRI.Ull nt: 1Wo (TOTAL NUMa COmUS I)
TO: 9D DURATION: 10 TICKS

TOo VOL DUMATION: 10 TICKS
TO: ND2 DUiATIONI 10 TICKS

TO: AZ]JWAE-00247 DURATION: 10 TICKS
TO: AZYUMOZ-00247 DURATION: 10 TICK3

TO: W02 DURATION: 10 TICKS
TO: ND2 DURATION: 10 TICKS

TO: W32 DURATION: 10 TICKS
CPZ1SrJUE: WD2 (TOTAL NUIMBR CON4UNS 6)

TO: AC-00246 DURATION: 10 TICKS
TO: AC-00245 DURATION: 10 TICKS
TO: AC-00245 DURATION: 10 TICKS

TOM AC-00244 DORATION: 10 TICKS

TO: AC-00245 DURATION: 10 TICKS
TO: AC-00244 DURATION: 10 TICKS
TO: AC-00244 DO=ATZON: 10 TICKS
TO: AC-00245 DURATION: 10 TXCKS

EVENT MAJK: "icenaiLo-3-event-2ta"
HOSTILE TRACKS KILLED: 2

HOSTILE TRACKS KILLED OUTSIDE or AD£Z1 0
RxzNoLT FZISKTERZ USED: S

NUUU OF SCALE E.P lSXON CHANGES: 0
NMMKR or OrFSETS DONE: 0

Data For Killed Tracks, at tie of Kill:
Total Tina Traveled Total Distence Traveled Distance Above ADIS

124.00acc 014.64NN 034.353M
145.S0Sea 017.16(04 054. 66M

Zomwnication-data
Z1NZMBM: SD (TOTAL NUMBER COMMUNS 31

TO: TACC DURATION: 10 TICKS
TO: TACC DURATION: 10 TICKS
TO: •AO DURATION: 10 TICKS

CRZWNE31R IMAO (TOTAL KMMUER CCOMMUNS 9)
TO: SD DURATION: 10 TICKS
TO: Vol0 DURATION: 10 TICKS

TO: VD2 DURATION: 10 TICKS
TO: &IXRBE-00257 DURATION: 10 TICKS

TO: AVA5E-00257 DURATION: 10 TICKS
TO: DI DURATION: 10 TICKS
TO: olL DURATION: 10 TICKS
TO: WD1 DURATION: 10 TICKS
TO: AZPUWAE-00237 tURATION: 10 TICKS

CRENUMSCEt: WDI (TOTAL NOIER CoeoMUMS 10)

TO: AC-00252 DURATION: 10 TICKS
TO: AC-00252 DURATION: 10 TICKS
TO: AC-00233 DOATIZON: 10 TICKS
TO: 10-00252 DURATION: 10 TICKS
TO: AC-00253 DOURAITi: 10 TICKS
TO: AC-00252 DURATION: 10 TICKS

TO: AC-00252 DURATZON: 10 TICKS
TO: AC-002S3 DUMATIOMN 10 TICKS
TO: AC-00253 DURATION: 10 TICKS

TO: AC-00252 DURATION: 10 TICKS
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